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Abstract: Magnitude of images observed from the remote sensing satellites increases day-by-day and is widely
utilized for change detection. Change detection is primitively employed for monitoring the local, global and
regional resources, land-cover and land-use monitoring and for environmental studies and disaster management.
Remote sensing satellites afford a prospect to obtain the information about the land at varying resolution and time,
makes it ideal for change detection studies. A wide variety of algorithms are available for change detection using
the remote sensing images and still it is an emerging field. Intelligent algorithms can be employed in supervised,
semi-supervised and unsupervised environments. In this paper, we have introduced the drawbacks of the traditional
pixel based approaches and the need for intelligent algorithms for change detection. The impact of the latest
intelligent change detection algorithms utilizing genetic algorithm, artificial neural network and support vector
machine is highlighted. The features of the various intelligent algorithms are summarized and dataset incorporated
in the experiments are also indicated. With latest availability of very high resolution images and high computing
power, intelligent algorithms are the need of the hour. This paper gives a glimpse on the latest intelligent algorithms
available for change detection.

Key–Words: Change Detection, Intelligent Algorithms, Artificial Neural Network, Genetic Algorithm, Support
Vector Machine, Remote Sensing.

1 Introduction
Change detection (CD) is the process of identifying
alterations on the Earth’s surface at varying rates.
CD finds its relevance in various practical applica-
tions like urban planning and expansion, deforesta-
tion, monitoring and assessing disaster and damage,
etc. The changes due to a natural or anthropic
calamity can be detected using remote sensing im-
ages. These calamities are occasionally foreseeable
and cannot be sampled on progressively. Hence, the
resolution of the remote sensing images is required
to be medium to very high for precise analysis of the
changes. CD can thus be enumerated on the image
acquired after the event and the data in the repository.

Various stages in change detection include iden-
tification of geographical locations, extraction of
change\no-change or from-to change information [1],
recognition of the type of changes, quantification of
changes, and accuracy assessment of CD results [2],
[3], [4]. Most of the studies on change detection
require a detailed ”from-to” change; but the basic
change\no-change is often found to be sufficient [5].
Remote sensing data used for change detection is af-

fected by factors like spatial, spectral, thematic and
temporal constraints, radiometric resolution, atmo-
spheric conditions and soil moisture conditions [6].

The CD algorithms in general can be classified
as pixel based and object based method [7]. In pixel
based techniques, the spectral features of the pixels
are utilized for change detection and measurement
without reckoning spatial context. Image differenc-
ing [8][9], Image ratioing [10], and Regression anal-
ysis [11][12] are the pixel based CD techniques that
are dependent on direct comparison between two im-
ages. Other pixel based techniques include vegetation
index differencing [13] [14], Change vector analysis
[15] - [18], principal component analysis [19] [20],
Tasselled cap transformation (KT) [21] [22] and Tex-
ture analysis [23].

The function to decide the change from no-
change is the key aspect in many pixel based CD al-
gorithms. This discrimination decision is often made
with the help of an appropriate threshold. However,
determining an exact threshold value is an challenge,
too low a threshold may ignore areas of change, and
a too high threshold will take into account too many
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areas of change. Traditional pixel based CD methods
are used for low to medium resolution images, how-
ever, they are inappropriate for Very High Resolution
(VHR) remote sensing data [3]. It has been identified
that VHR images for CD analysis results in a number
of issues like accuracy in geo-referencing, increased
reflectance capriciousness in each class, dissimilar ac-
quisition features etc. [24].

Another drawback of the pixel based CD tech-
niques is its inability to model the contextual in-
formation. The spatial features and relationships in
natural images cannot be modelled with pixel based
techniques. The above mentioned reasons demand
alternate algorithms for CD in remote sensing im-
ages. With the availability of increased computational
power in the recent times, traditional techniques based
on the statistical analysis and visualization of data, can
be effectively replaced with sophisticated algorithms
based on machine learning.

In this paper, we have summarized the several
artificial intelligence (AI) based techniques like ge-
netic algorithms, artificial neural networks, and sup-
port vector machine for change detection using remote
sensing images. The outline of the paper is as follows,
section 2 covers the various artificial intelligence tech-
niques available in literature for change detection for
remote sensing images. This sections covers the need
for a particular algorithm, its features and the dataset
on which the algorithm was tested. Section 3 con-
cludes the paper.

2 Artificial Intelligence Techniques
for Change Detection

2.1 Genetic Algorithm in Change Detection
Latest computational technologies with the help of
high-powered parallel processors, enable us to per-
form computationally complex algorithms algorithms
faster. This lead to use of genetic algorithm (GA) to
solve change detection problems. The suitability of
GA for extracting decision rules for land cover classi-
fication using remote sensing data was initially stud-
ied in [25]. It has been identified that the performance
of classification algorithms is not uniformly influ-
enced by all the variables of the collected data. Hence,
a feature selection procedure comprising of hypothet-
ical testing for numerical determination of attribute
significance, normalization of the significance score
and identification information gain ratio is adapted.
These steps aid in determining the number of vital
attributes that are to be included in the classification
model. The classification rules from the collected
datasets are then extracted using the genetic evolution

process including genetic representation, rule conver-
sion, population initialization, fitness evaluation, se-
lection, crossover, mutation and replacement. The ob-
jective of GA is to search the rule that yields maxi-
mum performance among all the rules in the popula-
tion. Two changes to the traditional GA approach are
incorporated: first, the crossover operators at any time
are randomly replaced with another, if the system con-
vergences towards the local optima, then an adaptive
adjustments of crossover and mutation are made to di-
vert the system towards the global optima. The mod-
ified GA system was tested on two popular datasets,
Landsat and AVIRIS and it has been verified that the
GA ruled based model incorporates fewer rules com-
pared to the decision rule approach.

Unsupervised change detections algorithms, in
general, rely on a tuned parameter or a priori assump-
tions in image modelling. In [26], GA is utilized
to evolve the initial binary change detection masks
over generations to obtain the final change detection
mask. For each divergent regions, change/no-change,
the mean square error (MSE) between the difference
image and its mean is calculated. The cost value
for the change detection mask is obtained using the
weighted sum of the MSE of the change/no-change
region. Thus, the system can yield change detec-
tion results without a priori information. In [27], the
difference image is assumed to follow the Gaussian
Mixture Model (GMM) and is a mixture of two dis-
tributions comprising the change and the no-change
regions. The GMM parameters are estimated using
Expectation-Maximization (EM) algorithm. The sep-
aration between the change and no-change pixels in
GMM is obtained by minimizing a cost functions us-
ing GA. The proposed algorithm was tested on two
datasets, ASAR images collected on Bangladesh and
part of India in 2007 by ESA Envisat Satellite to anal-
yse the changes due to flood and the second dataset
consists of of multi-spectral images collected on the
part of Alaska in 1985 and 2005 by Landsat 5 TM to
determine the changes in the land.

2.2 Artificial Neural Networks in Change
Detection

Artificial neural networks (ANNs) has evolved as one
of the vital tools for classification of remote sensing
images. The ANN is a non-parametric supervised
algorithm, data-driven and self adaptive without any
specific functional specification of the data model.
Also, they are able to approximate any functional rep-
resentation with a specific level of accuracy. For the
afore mentioned reasons, ANNs provide a channel for
managing the complex data effectively. Like any other
techniques ANN also has its associated issues: A suit-
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able ANN architecture with a specific number of hid-
den nodes, required learning rate, momentum value,
total number of iterations required, and the encoding
technique to denote the input and output data should
be determined. Often a trail and error based strategy
is adopted to find these parameters.

VHR images provide a greater level of insight
into the temporal land cover changes, at the same time
processing large quantum of data and dealing with the
associated errors in registration and classification is a
challenge. In [28] a single neural network architec-
ture for VHR images with two distinct stages to per-
form land cover change analysis is proposed. The pro-
posed neural architecture can simultaneously exploit
multi-spectral and multi-temporal information that is
related to the pixel spectral reflectance changes and
can produce the final output map by merging three
NN results. The key advantage of this technique is it
ability to detect the changes and recognise the type of
the class transition. The experiment in carried on the
images obtained from Quickbird and Thematic Map-
per (TM) Landsat-5 over two test sites: Rock Creek-
Superior, CO and Tor Vergata University, Rome.

Unsupervised pulse-coupled NNs (PCNNs) is a
NN algorithm inspired by the visual cortex mech-
anism of small mammals, where information from
the eye is received by the visual cortex in the brain
[29]. In [30], a new dimension to change detection
is provided using PCNNs. A specific signature of the
scence is created from the ripples generated by each
iteration and is compared successively for generating
the change output map. The striking aspect of PC-
NNs is that it can utilize the contextual and spectral
information at the same instance, which makes it as
an ideal choice for change detection using VHR im-
ages. Also, PCNNs do not have to pass the infor-
mation through multiple layers as done in the case of
ANNs. PCNNs have only one layer of neurons that
process the input received directly from the original
image and to generate the resulting pulse output im-
age. Regions around Tor Vergata University campus
is considered for the proposed study and the images
were obtained from the Quickbird. An object accu-
racy of 90.7% with no false alarm is obtained and is
also fast compared to the algorithms based on multi-
layer ANNs.

In [31], multi-layer perceptron NNs (MLP-NN)
and PCNNs based automatic CD algorithm is imple-
mented and tested over the regions of Tor Vergata Uni-
versity, Italy. The supervised MLP-NN is used to ob-
tain the land cover map for each acquisition and the
unsupervised PCNN is used to measure the correla-
tion between the images and to identify the hot spots.
The final CD map is obtained by mapping the results
of post-classification analysis and PCNN module. In

[32], a CD algorithm for high spatial resolution im-
agery is proposed combining PCNNs and a correla-
tion based normalized moment of intertia (NMI) fea-
ture which is invariant to scale, shift and rotation. The
hot spot changed areas are detected using the EM al-
gorithm. First data used in the experiments was ob-
tained by QuickBird over Wuhan University, China in
2002 and 2005. The second dataset was obtained from
IKONOS in 2002 and 2004.

The next advancement to the NN based change
detection algorithms is the inclusion of Hopfield Neu-
ral Network which can perform deterministic opti-
mization faster [33] [34]. When the HNN converges
to a stable state, its energy is equivalent to the mini-
mum of the optimization function. HNNs are stochas-
tic in nature and this helps to avoid getting confined in
a local minima and can thus improve the solution. In
[33], the difference image is modelled using Gaussian
Markov Random Field (GMRF), the parameters of
the GMRF model are determined using the EM algo-
rithm. Pixels in the difference images are considered
as neuron connected to its neighbours and HNN is uti-
lized for estimating the changes using the maximum a
posteriori (MAP) estimator. Here, the CD problem
is equated as a MAP estimation problem and a rela-
tionship is established between the MAP of GMRF
and the energy function of HNN. The datasets used in
the experiments include: (1) two multispectral images
taken by TM Landsat-7 in an area of Mexico in 2000
and 2002 and (2) second set consists of two images
acquired over the Lake Mulargia by TM Landsat-5 is
1995 and 1996.

A method that compares the results from sub pixel
mapping to the original fine spatial resolution land
cover map to obtain the land cover change map is pro-
posed in [34]. Synthetic multi-spectral images with
distinct class separabilities are generated to actually
test the uncertainty in spectral separability of the input
image and point spread function of the sensor. And
the proposed technique was able to separate more real
changes from noise. Set of images over the tropical
regions in Brazil collected by the Landsat-MODIS are
used for the experiments.

Supervised CD algorithms are dependent on the
set of available labelled patterns. Active learning tech-
niques can be adopted to handle the inadequacy in la-
belled data [35]. Active learning involves query based
algorithm and the learner creates repeated informative
queries during the learning process. Answers to few
queries are given by the human annotator, which in
turn helps the learner to refine its knowledge based on
these answers. In [35], two variants of the radial basis
function NNs and MLP under active learning environ-
ment is used for detecting the change/no-change as a
binary output. Uncertainty sampling and query-by-
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committee are the two techniques used by the active
learner for query selection process. Few among the
collected random labelled patterns are used in train-
ing the network and after convergence, the remaining
patterns are used to test the network. The effective-
ness of the proposed algorithm is established using the
test dataset collected over Mexico, Sardinia Island of
Italy and the southern part of Peloponnesian Penin-
sula, Greece by the Landsat-7 enhanced TM+.

Self organizing map (SOM) are a special cate-
gory of unsupervised NNs also called as the Kohonen
network, here the neurons become tuned to classes
of patterns specifically through competitive, unsuper-
vised or self organizing learning. In [36], the two ap-
proaches based on the concurrent SOM for supervised
and unsupervised land cover CD is proposed. Con-
catenation of multitemporal image features and classi-
fication using concurrent SOM are the steps involved
in the supervised stage. And the unsupervised stage
comprises of image comparison, unsupervised pseudo
training set generation, multi-temporal feature con-
catenation and classification using concurrent SOM.
The datasets incorporated in the experiments include:
Landsat-5 TM bitemporal image over Mexico taken
before and after two wildfires and the second is a
TerraSAR-X image acquired in the Fukushima region,
Japan before and after the Tsunami.

2.3 Support Vector Machine in Change De-
tection

Support vector machine (SVM) is a non-parametric,
statistical, supervised learning technique that makes
no assumption about the underlying data distribution.
It implements structural risk minimization function
for classification. In [37], a time-adaptive SVM to one
class problems is introduced. The proposed system
is suitable for non-stationary problems that require
methods that does not assume the data is identically
distributed. Adaptive individual models are made to
fit short segments of the full time interval and all mod-
els are learned simultaneously using a coupling term.
This forces the neighbour model to be identical and a
regularization effect is introduced on the sequence of
models. Dissimilarity between adjacent models indi-
cate the presence of abrupt changes between them.

An interactive segmentation based change detec-
tion algorithm is used in [38], where the user input
markers to change and no-change classes in the differ-
ence image. The pixels labelled by these markers are
then trained using SVM classifier. The decision for
a pixel also considers its neighbourhood thus it pro-
vides increased classification accuracy. Markov ran-
dom fields and level-set methods are employed to in-
clude the spatial context in the decision process. A

variety of images are considered for the experiments
taken over an agricultural area in basin situated over
the Po river, and forest regions in the island of Elba,
Italy and VHR images over Riyadh and Mina, Saudi
Arabia by the Landsat-5 TM and the IKONOS-2 re-
spectively.

Semi-supervised novelty detection (SSND) have
only unchanged samples labelled and no information
about changes lie among the unlabelled data. In [39],
cost-sensitive SVM that do not require heavily super-
vised parameter selection is proposed, which uses the
entire solution path in single optimization to facilitate
and speed up parameter selection for SSND. Another
algorithm produces classification boundaries by forc-
ing the solution to be coherent through the path. Op-
timal classification boundaries can be selected using
a low-density criterion and thus, can avoid recourse
to cross validation. Multi-temporal images acquired
by SPOT and Landsat-5 TM over the Gloucester in
the UK and Bastrop in Texas respectively are used for
validating the proposed algorithms.

A range of CD algorithms are are also available
for Synthetic Aperture Radar (SAR) Images, how-
ever, CD in SAR images suffers from lack of sam-
ples required for the training process. Recently, SVM
is widely used for addressing the CD problem [40]
- [42]. In [40], semi-supervised SVM based on
cluster-neighbourhood(CN) kernel is proposed for CD
using SAR. The collected samples are divided into
two neighbourhoods using k-means clustering. The
composite-ratio kernal is modified using the statisti-
cal features based on neighbourhood to obtain the CN
kernel. The proposed CN kernel can determine the
information of unlabelled samples with few available
labelled samples.

In [41], the CD in SAR images is obtained using a
hybrid conditional random field (HCRF) model. The
model is developed by including the log-ratio image
statistics in the conditional random field model. Thus,
the proposed technique can integrate texture features,
statistics, spatial interaction of the log-ratio into the
change detection process. The proposed algorithm is
composed of three components namely the unary po-
tential, pairwise potential and log-ratio image model.
SVM using texture features is used to model the unary
potential, the multi-level logical model is used to cap-
ture the pairwise potential and the generalized Gamma
distribution is employed to model the statistics of the
log-ratio image. In [42], the CN kernel mentioned
above is replaced with the label-information compos-
ite kernel created based on the spatial contextual infor-
mation. A anisotropic Gaussian kernel analyses the
anisotropic textures of the bitemporal images. The
kernel is iteratively updated with the latest output
from the SVM until the changes map converges.
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3 Conclusion
In this paper, we have summarized the major intel-
ligent techniques deployed in change detection using
remote sensing images. With the advent of latest com-
putational technologies, intelligent algorithms that re-
quire more computational complexities are made pos-
sible for solving real time problems like change de-
tection. In this paper, we have discussed the latest in-
telligent change detection algorithms that utilizes ge-
netic algorithms, artificial neural networks, and sup-
port vector machine. These algorithms are suitable for
different scenarios like supervised, semi-supervised
and unsupervised change detection.
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