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Abstract: - The lack of automated concepts is considered as a major reason for barriers for investments into 
biotechnological processes that serve bulk chemicals and can provide a substantial part towards a more 
sustainable economy. Hence, this paper presents a method for enhancing the automation of submerged 
microalgae particles recognition, counting, and classifying using a microscopic device for in-situ imaging. The 
proposed method includes image de-noising using Anisotropic Diffusion technique; image normalization by 
Contrast Limited Histogram Equalization (CLAHE) method, image enhancement by morphological operations, 
a region of interest (ROI) extraction, and image segmentation. Furthermore, the ROI are classified into 
biological algae cells and others (i.e. grain stones) based on ROI’s size and texture. This method is applied on 
different datasets as synthetic and real microscopic images of microalgae. The experimental results proved that 
the microalgae particles can be quantified and classified correctly with accuracy reaches up to 99% and 100% 
for the segmentation and classification processes, respectively, compared to reference values. 
 
Key-Words: - Active Contour, Anisotropic Diffusion, CLAHE, Fuzzy C-mean, Watershed Transform, 
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1 Introduction 
Nowadays, many developments allow the 
replacement of fish oil ingredients with the products 
yield from a biotechnological process of algae. 
These products are used for the ω-3 production, 
which are used in protection against diabetes, heart, 
and cancer diseases [1]. The microalgae 
Crypthecodinium cohnii is identified as a good 
producer of fatty acids [2]. During its life cycle, two 
forms of C. cohnii are observed; motile swimming 
and non-motile (cysts) cells. Both forms can be 
differentiated by the size. The small cell (motile) 
identified as a fresh offspring and the large ones 
(cysts) represent an adult cell [3]. 
     Through the production phase, the optimal mode 
is how to determine the switch between those two 
forms. This is because, during the growth, the cell’s 
pressure must be high enough so that cells are 
producing accelerated amounts of fatty acids, but 
must also not be too high so that cell disruption and 
division occurs [4].  
     The problem that is addressed in this paper is 
how to develop an optical detection method to track 
the morphological changes of the cells automatically 
because fully manual observation makes the process 
very boring and time consuming. The images of C. 
cohnii are acquired by probe microscope. The 

microscopic images may suffer from tricky problem 
as the objects in the underwater images were not 
obviously observable due to low contrast and 
sprinkling of light and the large noise founded in the 
environment, which makes challenges to this study 
[5]. Thus, the main objective of this paper is to 
visually differentiate between the small (non-active) 
cells and cyst (active) ones in order to follow and 
observe morphological changes for active cells. To 
achieve this goal, the microscopic images are 
segmented and analyzed to extract pivotal feature 
like cells’ size. Then, the cells’ texture is measured 
for accurate classification. 
     The effective publications for biological image 
analysis were investigated in a wide variety of 
articles. The similar investigates were carried out on 
yeast cells [6], animal cells [7] [8], water-oil 
emulsions [9], bubble drops [10], bacterium cells 
[11] [12], or crystal drops [13]. Definitely, the 
proposed work will follow those approaches taking 
into consideration the different features of our 
images and how to process the connected and 
overlapped particles. 
 
2 Proposed Method 
Based on previous literature, we are realized that the 
image processing and analysis play a major and 
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important role in in-line observation of 
microorganisms using a microscopic tool. The 
proposed method is divided into two major steps; 
Image Segmentation and Objects Classification.   
 
2.1 Segmentation Methodologies 
Image segmentation refers to divide an image into 
foreground and background using wide different 
techniques to make the image more simple and 
meaningful [14]. 
     The proposed technique which is applied in this 
research requires a strong pre-processing method 
while it is applied to general types of images with 
(high/low) brightness and contrast. Low-contrast 
images are hard for segmentation process. After the 
pre-processing steps, different segmentation 
algorithms are employed to segment the interested 
objects. The following subsections will provide the 
detailed description of the method and discuss its 
advantages. However, the following figure, Fig 1, 
summarizes up the proposed approach which 
presented in this paper. 
 

 
Fig. 1 Block diagram of proposed approach. 

 
2.1.1 Anisotropic Diffusion Based Image De-
noising 
In image processing and computer vision, 
anisotropic diffusion, also known as Perona–Malik 
diffusion, is a technique aims to reducing image 
noise without blurring edges, or removing important 
parts of the image content, edges, lines or other 
details that are significant for the understanding of 
the image [15].  
     Anisotropic diffusion is an iterative procedure 
where a relatively simple set of calculations are used 

to measure each successive image in the family and 
this process is continued until a sufficient degree of 
smoothing is achieved. 
 
2.1.2 Contrast Normalization and Enhancement 
The conventional morphological operators like 
erosion and dilation are used for the normalization 
of image contrast. The process of contrast 
normalization, presented here, is composed of five 
consecutive operations, listed as: morphological 
bottom-hat, Gaussian filter, background estimation, 
average filter, and morphological erosion. 
     This normalization step is performed three 
consecutive times to be ready for next step, Image 
Adaptation. As input image quality, while there is 
no apparent contrast change between objects and 
background, it is suitable to utilize the contrast 
limited adaptive histogram equalization (CLAHE) 
method for contrast improvement [16]. 

2.1.3 ROI Extraction 
The general aim is to extract the region of interest 
(ROI) from the adapted image. This process could 
be achieved by subtracting the integral filtered 
image from a de-noised one. Integral Filter method 
filters an image, given its integral image, and a filter 
kernel. The primary reason for using an integral 
image is to improve the execution speed for 
computing box filters [17]. Hence, it is suitable to 
apply the integral filter, box filter, on achieved 
integral image for a de-blurring purpose. After that, 
the process of subtracting the integral filtered image 
from a de-noised one is done for ROI extraction. 
 
2.1.4 Image Segmentation 
The techniques which are used in this approach are: 
Otsu’s based Thresholding, Circular Hough 
Transform (CHT), Watershed Transform, Active 
Contour method, and. Fuzzy C-Mean. The aim is to 
evaluate the output result of each technique and 
compare between the accuracy values as described 
in later.  The first two techniques, Otsu’s based 
thresholding and CHT are widely described in many 
researches [18]. 
     Another method is Watershed transformation 
(WT) which belongs to region based segmentation 
[19]. The main reason for applying this 
transformation is to separate the touched and 
connected cells. However, the (WT) technique is 
suffering from the over-segmentation issue. So, we 
tend to use other segmentation methods. 
     Alternatively, an active contour method is 
applied [20]. Chan and Vese proposed multi-phase 
active contour model which increases the amount of 
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subsets that active contours can locate 
simultaneously. This model is used in this work. 
     Another method which is used for segmentation 
purpose is the Fuzzy C-Means (FCM) [21]. The 
FCM clustering algorithm is a segmentation method 
that has been widely used for microscopic image 
segmentation. FCM algorithm classifies the image 
by grouping similar data points in the feature space 
into clusters. In our case, clusters are identified by 
similarity intensity measurement. This clustering is 
achieved by iteratively minimizing a cost function 
that is dependent on the distance of the pixels to the 
cluster centers in the feature domain:  

J = ∑ ∑ 𝑢𝑢𝑖𝑖𝑖𝑖𝑚𝑚  �𝑥𝑥𝑖𝑖 −  𝑣𝑣𝑖𝑖�
2𝐶𝐶

𝑖𝑖=1
𝑁𝑁
𝑖𝑖=1                          (1) 

where; uij represents the membership of pixel xj in 
the ith cluster, 𝑣𝑣𝑖𝑖  is the ith cluster center, and m is a 
constant to control the fuzziness of the resulting 
partition. 
     Membership grades are assigned to each of the 
data points. These membership grades indicate the 
degree to which data points belong to each cluster. 
Thus, points on the edge of a cluster, with lower 
membership grades, may be in the cluster to a lesser 
degree than points in the center of the cluster. This 
is also a way to segment the cells those touched in 
their borders.  
 
2.2 ROI Classification 
In this approach, the classification process is based 
on two parameters, cells size and cells texture. 
Simply, the area of the cell is determined from its 
radius. As mentioned before, the large size of 
particles identifies the active cells and smaller one 
represents the non-active ones.  
     Indeed, the object is recognized by computing 
connected component labeling operation after 
applying the segmentation approach. After that, 
relevant parameters of cell size could be obtained. 
Area, perimeter, diameter, and radius of each cell 
could be calculated simultaneously. Also, we could 
rely on cell texture [22] as a powerful way for 
accurate classification to ensure the effectiveness of 
this process. 
 
 
3 Results and Discussions 
3.1 Datasets 
There are two types of datasets are used to evaluate 
the proposed method presented in this paper. The 
first dataset is a Synthetic image, an image made by 
a computer program. The advantage of these images 
that having a ground truth for all cells since 
containing the location (center) of each cell and its 
radius. The presented methods are applied on 

different synthetic images; all have the same 
dimensions, 1024 x 1024, and almost equal number 
of cells. The purpose of that is testing the reliability 
of the proposed method. 
     The second dataset is the real images of C. cohnii 
in a liquid environment. The presented method is 
applied on different images (high contrast) with 
dimension 2272x1704, and on different low contrast 
images with 688x550 dimensions. The benefit of 
these images is making a challenge for introducing a 
high accuracy of the method proposed. 
     The decision to verify the correctness of 
low/high contrast images is based on measuring the 
contrast using texture properties of the whole 
image. If the contrast value ranging between 0 and 
12, then the image is a low contrast, while if the 
contrast value ≥ 18, then it is classified as a high 
contrast one. 
 
3.2 Experimental Results 
The following figures represent the output of each 
step in the experiment as to the steps mentioned in 
section 2. Fig. 2 represents the initial C.cohnii 
image. Fig. 3 shows the effect of the de-noising 
process with anisotropic diffusion filtering. 
 

Fig. 2 The original C.cohnii image for synthetic (a), 
high contrast (b), low contrast (c) images. 

Fig. 3 The de-noised image. 
 

     Fig. 4 shows the repetition of the pre-processing 
steps as the second step in the proposed method. 
The morphological bot-hat operation is applied 
firstly by disk-shaped with size 1 for synthetic and 
high contrast images, and size 15 for low contrast 
image. The following step is applying the Gaussian 
filter using σ = 2.5. The filtered image is subtracted 
from the original one and then filtering the result 
using average filter by mask window [3 x 3] for 
synthetic and high contrast images, and [9 x 9] for 
low contrast image, then it is eroded by disk-shaped 
and these five steps are repeated twice. 
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Fig. 4 The contrast normalization and Enhancement. 
 

     As observed in the previous images, the 
foreground objects are improved in vision. The dark 
regions indicate the interested objects which need to 
extract it. For more clarification, the CLAHE 
method is applied with window [21 x 21] and clip 
limit = 0.0001, 0.001, and 1 for synthetic, high, and 
low contrast images, respectively. See Fig. 5. 
 

Fig. 5 The images after adaptation. 
 

     After that, the integral image is computed and the 
integral filter is applied using [1 1 11 11] mask 
window for synthetic, high contrast images, and [3 3 
7 7] for low contrast image. That is done for de-
blurring the adapted image. Furthermore, for 
extracting the dark objects out of surrounding 
shadows, the filtered integral image is subtracted 
from the de-noised image, see Fig. 6. 
 

Fig. 6 Foreground objects by subtracting the integral 
filtered image from the original one. 

 
     For image segmentation, the Otsu’s thresholding 
is used and the result is shown in Fig. 7. 
Alternatively, CHT is used by radius range [12 – 
150], [5 - 50], and [5 – 20] for synthetic, high 
contrast, low contrast images, respectively, see Fig. 
8. Also, the distance transform chessboard along 
with watershed is used to segment the objects, see 
Fig. 9. Alternatively, active contour technique is 
applied using the chan-Vese method as in Fig. 10. 
Alternatively, the Fuzzy C-Mean is applied by using 
2, 3, and 4 classes for synthetic, high contrast, low 
contrast images, respectively, as in Fig. 11. 

Fig. 7 Image segmentation using otsu’s method. 

Fig. 8 Image segmentation using CHT method.

Fig. 9 Image segmentation using Watershed.

Fig. 10 Image segmentation using Active Contour. 

Fig. 11 Image segmentation using Fuzzy C-Mean. 

     Finally, the images are post-processed by some 
morphological operations and such filters as median 
filter to preserve the circular shape of objects. 
     After that, the area of each particle is computed 
separately and gets the localization centers easily. 
Whatever the segmentation method which is applied 
or the datasets which are used, the correct 
localization of the cells would help the classification 
operation for achieving an accurate result. Actually, 
the size parameter is the most important factor in 
differentiating between the cells. As 
aforementioned, the small objects are identified as 
non-active and other cells are active/biological cells. 
     Based on the area histogram computation, for 
synthetic images, an active cell has radius >= 27. 
And for high contrast real images, the cells with 
radius >= 29 are classified as active ones. It happens 
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by chance to be a group of cells have a radius 30 or 
more but aren’t biological cells. So, we will tend to 
use more parameter for accurate classification. 
     The Energy Texture parameter is measured for 
accurate classification. In real images, the objects 
whose have energy >= 0.12 are classified as active 
objects, otherwise, are classified as non-active ones. 
Hence, the classification process is depending on 
radius parameter >= 29 and energy parameter >= 
0.12, see Fig. 12. 
 

 
Fig. 12 The classification for real images. The green 

squares represent the active objects and blue ones 
represent the non-active cells. 

 
     Truth be told, the merge between these two 
parameters, cell’s size, and energy texture analysis, 
could classify the objects correctly based on 
segmentation process. All images which are passed 
this method could classify correctly with percentage 
reaches up 100 %. 

3.3 Discussions 
For a quick look, we observed that the Fuzzy C-
Mean method has been able to segment all objects 
correctly for low contrast images. The objects’ 
shadow may effect on the size and center of the 
object. The fuzzy c-mean has been able to get rid of 
this issue. Conversely, the CHT method has been a 
preferred one for synthetic and high contrast images. 
It kept the objects in uniform circular shape and 
separated the connected objects as in Fig.8.  
     Also, the watershed transform has been 
separated the connected objects but it had a 
drawback of an over-segmentation. Sometimes, it 
divides a perfect object to multiple ones and counts 
them as more than one object. Finally, the Otsu’s 
method and active contours had unsatisfied results. 
The thresholding process couldn’t detect all the 
objects, conversely, the active contour has been 
segmented all the objects i.e. true objects, shadows, 
or artifacts. Also, the connected objects problem 
wasn’t resolved by those two latter methods. There 
is no doubt that the combination of the segmentation 
methods may improve the segmentation results. 

     In concise words, the proposed method has a 
proud accuracy value for in-line identification of 
micro-organisms compared to other methods that 
previously introduced, for example in [23], the 
authors reached about 93% accuracy using edge 
detection and ANN techniques for images 
classification. In [24], the authors applied Top-hat, 
Wiener filter, edge detection, and Back Propagation 
to reach 98% accuracy. Also, in [25], the edge 
detection, and texture measurements were applied to 
get 97.7% accuracy. However, our proposed method 
reaches up 99%. The accuracy value is computed by 
manually compare the centers and radius of the 
segmented cells with the ground truth values.  
 
 
4 Conclusion 
In this work, a method for in-line identification of 
micro-organisms has been presented and applied for 
all given datasets and achieved high accuracy. This 
method has been included: image de-noising via 
anisotropic diffusion technique , image 
normalization by CLAHE method, image 
enhancement using morphological operations, 
region of interest extraction using integral filter, and 
active contour method, or, fuzzy c-mean 
alternatively, Otsu’s thresholding, circular Hough 
transform, or, watershed transform as segmentation 
step, and cells classification using their size, and 
energy texture parameters. 
     There is no doubt that a parallelization on a 
multi-core PC would decrease those calculation 
times dramatically. Therefore, the in-line process of 
observation and control is possible. 
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