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Abstract: - In this paper diversity visualization of video content posted on Social Media is efficiently 

performed, by proposing an unsupervised intelligent video analysis scheme. The proposed scheme assumes 

several different videos, posted by several different social media users. Its aim is to provide an overall compact 

view of the diverse video content people share. Similarly, it is like providing a summary of the total posted 

visual information (for a specific time instance or interval), so that users can take an idea of what is happening 

outside their micro-world. Towards this direction, each video is analyzed and key-frames are extracted based 

on a correlation measure and a social computing algorithm. The final summary is created by extracting the most 

uncorrelated frames among all key-frames, so that the diversity of the visualized content is kept. Experimental 

results are presented, to denote the full potential of the proposed scheme, its advantages as well as important 

issues for future work. 
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1 Introduction 
Social networking has become a “global 

phenomenon”. According to statista.com [1], the 

number of users for 2016 is estimated to 2.34 

billion! Currently social media have been well 

established as a category of online discourse where 

people create content, share, bookmark and network 

at an unprecedented rate. Because of their ease of 

use, speed and reach, social media are fast changing 

the public discourse in society and setting trends and 

agendas in topics that range from the environment 

and politics to technology and the entertainment 

industry. 

However one of the major problems of social 

media is the fact that they are really chaotic. Billions 

of users post billions of items every day [2] and 

users see on their timelines, only some of the videos 

posted by their friends As a result, currently it is 

impossible to follow the total activity (or even a 

small portion of it), even if someone focuses on just 

one of the social media. This may mean lost 

opportunities, extremely limited informing, confined 

potential etc. 

By taking into consideration the aforementioned 

deficiencies, in this paper we focus on video 

content, posted on social media. According to 

brandwatch.com [3]: 

• Facebook sees 8 billion average daily video 

views from 500 million users 

• Snapchat users watch 6 billion videos every day 

• US adults spend an average of 1 hour, 16 

minutes each day watching video on digital 

devices 

• 78% of people watch online videos every week, 

55% watch every day 

• 300 hours of video are uploaded to Youtube 

every minute 

• There are 3.25 billion hours of video watched 

each month on Youtube 

• On average, there are 1,000,000,000 mobile 

video views per day on Youtube 

• When Instagram introduced videos, more than 5 

million were shared in 24 hours 
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As it can be observed, video content attracts 

much attention and it is central to Facebook’s vision 

for the future of the platform [4]. However, is it 

possible to provide an overview of all videos posted 

on social media at a specific time instance or 

interval ? 

This paper proposes a novel scheme which 

receives at its input several different videos posted 

on social media and provides at its output a 

summary that covers the diversity of the posted 

content. Towards this direction, each video is 

analyzed and key-frames are extracted based on a 

correlation measure and a social computing 

algorithm. Then key-frames among different videos 

are compared so that the diversity spectrum of 

visual content is kept. The final summary is created 

by gathering the most uncorrelated frames within all 

extracted key-frames. Experimental results denote 

the full potential of the proposed scheme, its 

advantages as well as open issues for future work. 

The rest of this paper is organized as follows: in 

Section 2 previous work is presented. Section 3 

provides all necessary definitions. In Section 4 the 

fuzzy feature vector formulation scheme is 

described, while Section 5 focuses on key-frames 

extraction. Experimental results are provided in 

Section 6, while Section 7 concludes this paper. 

 

2 Previous Work 
This paper jointly examines two research areas: 

diversity visualization and video summarization. 

Regarding diversity visualization there are some 

representative recent works. In [5] a visual 

representation called the Diversity Map is proposed, 

which is intended to help users understand the 

diversity of a large set. The Diversity Map is 

designed to be efficiently perceived to give an 

accurate initial impression of a data set’s overall 

diversity, while also allowing the user to explore 

relationships and interrogate the raw data using an 

overview as the interface. In [6] the VisBricks 

visualization approach is proposed, aiming at 

incorporating any existing visualization as a 

building block. This method carries attempts to 

break up inhomogeneous data into groups, i.e., 

vertically into correlated dimensions and 

horizontally into clusters of records, to form more 

homogeneous subsets, which can be visualized 

independently. Putting these independent 

visualizations of data subsets back together creates a 

multiform visualization, which gives an overview of 

the topology of the entire data set. In [7] the 

adaptive diversity table (ADT) is proposed to solve 

visual representation problems. The scheme 

integrates the mantra techniques to support users to 

accomplish seven important tasks (i.e. overview, 

zoom, filter, details-on-demand, relate, history, and 

extract) that are useful for high dimensional data 

exploration and data analysis. The scheme in [8] 

supports searching and comparing features of 

multivariate datasets, based on Blade Graph, which 

is a visualization technique for comparing 

distributions by emphasizing coloring according to 

the size of the difference. Additionally a visual 

analysis tool with representations is also developed 

for comparing data distributions. 

On the other hand several methods have been 

proposed for video summarization. In [9] an input 

video is segmented into subshots using a static-

transit grouping procedure. Then, entities appearing 

in each subshot are detected. Next the individual 

importance of each subshot as well as its influence 

on every other subshot in the original sequence are 

estimated. Finally, an energy function scores a 

candidate chain of k selected subshots according to 

how well it preserves both influence over time and 

individually important events. In [10], a 

“superframe” segmentation method is proposed, 

tailored to raw videos. Visual interestingness per 

superframe is estimated using a set of low-, mid- 

and high-level features. Based on this scoring, an 

optimal subset of superframes is selected to create 

the summary. In [11] each video is summarized by 

diversity ranking on the similarity graphs between 

images and video frames. For each video a small set 

of key-frames is extracted using similarity votes cast 

by images from the most similar photo streams. In 

[12] co-archetypal analysis is presented that learns 

canonical visual concepts by focusing on the 

patterns shared between video and images. Unlike 

archetypal analysis a regularization term is 

incorporated that penalizes the deviation between 

the factorizations of video and images with respect 

to the co-archetypes. In [13] an unsupervised 

framework is proposed that learns jointly from both 

visual and independently-drawn non-visual data 

sources for discovering meaningful latent structure 

of surveillance video data. A mechanism is also 

proposed to tolerate with missing and incomplete 

data from different sources. There are also several 

other schemes related to unsupervised video 

summarization, assessing the importance of frames 

using visual attention [14], interestingness [15], user 

engagement [16], content frequency [17] and non-
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redundancy [18], [19]. However the diversity 

visualization schemes do not propose any video 

analysis methods, while the video summarization 

approaches do not focus on diversity visualization 

of big data. The proposed scheme tries to effectively 

join these two research areas and open new horizons 

to social media video visualization. 

 

3 Definitions & Problem Formulation 
Let U = {1, 2, …, NU} be the index set of all the 

users of a social network of NU users, and thus ui is 

the ith   user of this social network. Let Fi be the 

index set of all of the NF friends of ui and thus fij is 

the jth friend of ui. Let also Ii be the index set of all 

of the NI items posted by ui and thus iij is the jth item 

posted by ui. 

Definition 1. Let li,j, pi,j and ci,j, be respectively 

the corresponding likes, shares and comments item 

j, posted from user i, has received. If user i has NF 

friends, then: 

],,...,,[
)1(21 ,,,,,,,,, +

=
FNiFiNii fjifjifjifjiji lllll                      (1) 

],,...,,[
)1(21 ,,,,,,,,, +

=
FNiFiNii fjifjifjifjiji ppppp                (2) 

],,...,,[
)1(21 ,,,,,,,,, +

=
FNiFiNii fjifjifjifjiji ccccc                   (3) 

where 
ikfjil ,,  equals to 1/0 if friend fik has/has not 

liked the respective item and similarly 
ikfjip ,,  equals 

to 1/0 if friend fik has/has not shared the respective 

item. At the same time 
ikfjic ,,  equals to the number 

of comments friend fik has made to the respective 

item, while 
)1(,, +FNifjil , 

)1(,, +FNifjip  and 
)1(,, +FNifjic  are 

used to count respectively the likes, shares and 

comments the item j has received from everybody 

else who is not a friend of user i. A slight abuse of 

notation is already tolerated here, an i as a subscript 

usually refers to signify a user, where a j as a 

subscript usually refers to signify a friend fij, an item 

iij etc. relevant to this user. Finally capital Ns are 

used to signify cardinalities of users (NU), items 

(NI), friends (NF) etc. 

Definition 2. Let us denote as Li,j, Pi,j and Ci,j 

three scalar variables that count the total number of 

likes, shares and comments an item j on ui`s wall 

has received respectively, as the l1 norms of their 

respective vectors (i.e. a summation of their 

coordinates) as: 

∑
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=

==
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Now let us assume that several videos have been 

posted on social media at a specific time instance or 

time interval. These videos have different 

characteristics regarding duration, illumination, 

motion, color, texture, theme, content, attention they 

have received etc. In this paper we focus on their 

visual diversity, aiming at providing a visual 

summary of this variety. By this way, a social media 

user will be able to see the whole spectrum of 

different colors, textures, motions and illuminations 

of posted videos. Towards this direction, in this pilot 

research, summarization of multiple video clips is 

accomplished by extracting key-frames (KFs) from 

each clip, representative key-frames (RKFs) from 

the set of key-frames and by mixing all RKFs to 

produce the final summary. The number of key-

frames to be extracted from each clip is estimated 

according to the attention each clip has attracted on 

social media. For example, if user ur has posted a 

clip on his/her wall and the clip has received 160 

likes, 33 comments and 8 shares, while user ut has 

posted another clip on his/her wall and the clip has 

received 455 likes, 88 comments and 26 shares, 

more key-frames should be extracted from the clip 

of ut. 

 

4 Fuzzy Formulation of Feature 

Vectors 
Initially each video clip is analyzed and features 

are extracted for each frame using the method 

proposed in [20]. However all extracted features 

(color, texture etc) cannot be directly included in a 

vector, since their size differs between frames. For 

example, a frame consisting of twenty segments 

requires twice the number of feature elements than a 

frame consisting of ten segments. Moreover, no 

correspondence can be established between the 

elements of the feature vectors of two frames, 

making any comparison unfeasible. To overcome 

this problem, we classify color as well as texture 

segments into pre-determined classes, forming a 

multidimensional histogram. Each feature vector 

element corresponds to a specific feature class 

(equivalent to a histogram bin) and contains the 

number of segments that belong to this class. 

Segment size and location are also considered as 

separate feature classes. For example, a large 

moving segment is classified to a different feature 

class from a small moving segment. 

In order to reduce the possibility of classifying 

two similar segments to different classes, causing 

erroneous comparisons, a degree of membership is 
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allocated to each class, resulting in a fuzzy 

classification formulation [21]. In conventional 

histograms, each sample – i.e., segment, in our case 

- may belong only to one histogram bin, so that two 

similar samples, located, say, in opposite sides of 

the boundary of two bins, are considered to belong 

to different bins. Using fuzzy classification, each 

sample is allowed to belong to several (or all) 

classes, but with different degrees of membership. 

Therefore, in the previous example, the two similar 

samples would slightly differ in their degrees of 

membership with respect to the two adjacent bins. 

 

x (Feature Value)

µ
1
(x) µ

2
(x) µ

3
(x) µ

4
(x) µ

5
(x)

0 1

1

Membership

Functions

m
2

m
4

m
3

Figure 1: Fuzzy classification using five triangular 

membership functions. 

 

Let us first consider the simple case of a one-

dimensional feature s, e.g., the area of an image 

segment, taking values in a domain, which, without 

loss of generality, is assumed to be normalized in 

the interval [0,1]. This domain is partitioned, or 

quantized, into Q classes by means of Q 

membership functions µn(s), n=1,2,…,Q. For a 

given real value s, µn(s) denotes the degree of 

membership of s in the n-th class. The membership 

functions µn(s), n=1,2,…,Q take values in the range 

[0,1], so that values of µn(s) near unity (zero) 

indicate that the degree of membership of feature s 

in the n-th class is high (low). The most common 

membership functions are the triangular ones, which 

involve simple calculations and they are defined as 



 <−−−

=
otherwise,0

2/||,/||21
)(

γγ
µ nn

n

msms
s               (7) 

for n=1,2,…,Q, where γ is the width of each 

triangle base and mn=(n-1)/(Q-1) is the center of 

each triangle, so that m1=0 and mQ=1. An example 

of fuzzy classification using Q=5 triangular 

membership functions of width γ=2/(Q-1) is 

depicted in Figure 1. 

It can be seen that width γ controls the overlap 

between successive partitions, indicating how vague 

the classification is. In our case 50% overlap is 

used. Using this partition or quantization scheme, a 

fuzzy histogram can be constructed from a large 

number of feature samples si, i=1,…,K, each of 

which corresponds to an image segment, where K 

denotes the total number of segments. Then, the 

value of the fuzzy histogram, say, H(n) 

corresponding to the n-th class is defined as: 

Qns
K

nH
K

i
in ,,2,1,)(

1
)(

1

K== ∑
=
µ                      (8) 

We should note that the above definition reduces 

to the definition of conventional histograms if 

membership functions take binary values (0 or 1). 

Since, however, each sample value has non-zero 

degree of membership to more than one classes, the 

histogram can be meaningful even when the number 

of samples is small. Fuzzy representation thus 

permits the construction of histograms from a very 

limited set of data. This is very important since the 

number of segments in a frame, K, is typically much 

smaller than the total number of classes. 

In the more general case of more than one 

segment features, including size, location, color and 

depth, a multidimensional feature vector is 

constructed for each segment. In particular, for each 

segment Si, i=1,…,K, an L×1 vector si is formed as 

follows: 
T

ii
T

ii
T

i SaSSdS )]()()()([ lcs =                          (9) 

where the 3×1 vector c includes the average 

values of the color components of the segment, d is 

its texture and a is its size. In a similar way, l is a 

2×1 vector indicating the horizontal and vertical 

location of the segment center. Thus, each vector   

has 7 elements (L = 7). 

According to the above, let us rewrite as si = [si,1 

si,2 … si,L]
Τ
, i= 1,2,…,K, the vector describing 

segment Si, where K is the total number of 

segments. Then, the domain of each element si,j, 

j=1,2,…,L of vector si is partitioned into Q regions 

by means of Q membership functions )( , jin s
j

µ , 

nj=1,2,…,Q. As in the one-dimensional case, for a 

given real value of si,j, )( , jin s
j

µ  denotes the degree 

of membership of element si,j to the class with index 

nj. Gathering class indices nj for all elements 

j=1,2,…,L, an L-dimensional class n=[n1 n2 … nL]
T
 

is defined. Then, the degree of membership of each 

vector si to class n can be performed through a 

product of membership functions of all individual 

elements si,j of si to the respective elements nj of n: 

∏
=

=
L

j
jini s

j

1
, )()( µµ sn                                            (10) 

Vector si belongs to class n, only if all its 

elements si,j belong to the respective classes nj. The 

membership functions )( , jin s
j

µ  should thus be 

combined with the “AND” operator, which is most 
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commonly represented by multiplication in fuzzy 

logic. 

A simple example of 2-dimensional vectors is 

illustrated in Figure 2. Assume that a segment S is 

described here by vector s = [s1 s2]
Τ
, and Q = 2 

membership functions µ1(sj) and µ2(sj) are used to 

quantize both elements sj, j = 1,2, of s. Since µ1(sj) is 

used to express “low” values of sj and µ2(sj) to 

express “high” values of sj, we can denote classes nj 

as ‘L’ and ‘H’ and the two membership functions as 

µL(sj) and µH(sj). The 2-dimensional classes n = [n1 

n2]
T
 can then be denoted as ‘LL’, ‘LH’, ‘HL’ and 

‘HH’, and the degree of membership of vector s to 

class n is )()()( 21 21
ss nn µµµ =sn , or, taking all 

combinations, µLL(s) = µL(s1)µL(s2), µLH(s) = 

µL(s1)µH(s2), µHL(s) = µH(s1)µL(s2) and µHH(s) = 

µH(s1)µH(s2). 

It is now possible to construct a multi-

dimensional fuzzy histogram from the segment 

feature samples si, i = 1,…,K , exactly as in the one-

dimensional case. The value of the fuzzy histogram, 

H(n), is defined similarly as the sum, over all 

segments, of the corresponding degrees of 

membership: 

∑ ∏∑
= ==

==
K

i

L

j
jin

K

i
i s

KK
H

j

1 1
,

1

)(
1

)(
1

)( µµ sn n             (11) 

H(n) thus can be viewed as a degree of 

membership of a whole frame to class n. A frame 

feature vector f is then formed by gathering values 

of H(n) for all classes n, i.e., for all combinations of 

indices, resulting in a total of M=Q
L
 feature 

elements: T

Mfff ][ 21 K=f . In particular, an 

index function is defined which maps the M feature 

vector elements into an integer between 1 and 

M=Q
L
, 

∑
=

−+=
L

j

jL
jQnz

1

1)(n                                            (12) 

Then, the feature vector f corresponding to the 

whole frame is a vector of length M, whose 

elements fi, i=1,…,M, are calculated as 

)()( nn Hf z =  for all classes n. It should be noted 

that the dimension of the feature vector f, and 

consequently, the computational complexity, 

increases exponentially with respect to the number 

of partitions, Q. Moreover, a large number of 

partitions does not necessarily improve the 

effectiveness of the key-frame extraction algorithm. 

On the contrary, it results in a very large number of 

classes, leading to “noisy” classification. Based on 

several experiments, we have concluded that a 

reasonable choice with respect to complexity and 

effectiveness is Q=3. 
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Figure 2: Example of two-dimensional fuzzy 

classification using two partitions for each 

dimension. 

 

5 Key-Frames Extraction 
In this paper, from each clip key-frames are 

extracted by minimizing a cross-correlation 

criterion, so that the selected frames are not similar 

to each other. 

Let us denote by fi the feature vector of the ith 

frame of a clip, with i∈V={1, 2, …, NF} where NF is 

the total number of frames of the given clip. Let us 

also denote by KF the number of key-frames that 

should be selected from the given clip.  

The correlation coefficient of the feature vectors 

ji ff ,  is defined as )( jiijij C σσρ =  where 

)()( mfmf −−= j
T

iijC  is the covariance of the two 

vectors, Fi

N

i
NF /

1∑ == fm  is the average feature 

vector of the shot and iii C=2σ  is the variance of fi. 

In order to define a measure of correlation between 

FK  feature vectors, we first define the index vector 

F

F

K

K VUaa ⊂∈= ),,( 1 Ka  where: 

}:),,{( 11 F

F

F K

K

K aaVaaU <<∈= LK            (13) 

is the subset of FK
V  which contains all sorted 

index vectors a . Thus, each index vector 

),,( 1 FKaa K=a  corresponds to a set of frame 

numbers. The correlation measure of the feature 

vectors 
FKi aai ,,, 1 K=f  is then defined as 

∑ ∑
−

=

==

−

= +=

1

1 1

2
,

1

)(
)1(

2
          

),,()(

F F

ji

F
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i

K
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FF

KFF

KK
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ρ

Ka

                  (14)  

Based on the above definitions, it is clear that 

searching for a set of FK  minimally correlated 
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feature vectors is equivalent to searching for an 

index vector a  that minimizes )(aFR . Searching is 

limited in the subset U, since index vectors are used 

in order to construct sets of feature vectors, 

therefore any permutations of the elements of a  will 

result in the same sets. The set of the FK  least 

correlated feature vectors, corresponding to the FK  

key frames, is thus represented by 

)(minarg)ˆ,,ˆ(ˆ
1 aa

a
F

W

Raa
FN

∈
== K                         (15) 

Unfortunately, the complexity of an exhaustive 

search for the minimum value of )(aFR  is such that 

a direct implementation would be practically 

unfeasible, since the multidimensional space U 

includes all possible sets (combinations) of frames. 

For this reason the genetic algorithm approach of 

[20] is incorporated. 

 

5.1 Number of Key-Frames per Clip & 

Extraction of Representative Key-Frames 
According to the aforementioned notation, KF is 

the number of KFs that should be extracted for a 

given clip. Obviously, different numbers of KFs 

should be extracted for different clips. In order to 

estimate the number of KFs for a given clip, a social 

computing approach is proposed in this paper. In 

particular, the number of KFs for each clip depends 

on: (a) the social attention it has attracted (b) its 

duration and (c) the social attention that the other 

video clips of the dataset have attracted. The more 

attention a clip has attracted, the more KFs should 

be extracted, depending always on the attention that 

the other clips have attracted. In other words, a clip 

which has attracted 500 interactions when most of 

the other clips have attracted more interactions, 

should not provide many KFs. Furthermore a clip 

which has attracted 50 interactions when most of the 

other clips of the dataset have attracted fewer 

interactions should provide many KFs. Additionally, 

for the same levels of attention, a clip with 

significantly longer duration should provide more 

KFs. 

For simplicity reasons let us assume that clip i, i 

= 1, ….n, has received Li likes, Ci comments and it 

has been shared Pi times. By taking into 

consideration the aforementioned rules, for each clip 

i we estimate the following parameter: 

ni

nC

C

nP

P

nL

L
Q

n

i

i

i

n

i

i

i

n

i

i

i

Vi
,...,1,

111

=++=

∑∑∑
===

   (16) 

Here it should be mentioned that likes, shares 

and comments are considered of equal importance. 

However different settings can also be examined. 

After estimating QV for each clip, clips are shorted 

based on their QV value, from maximum to 

minimum. The video clip possessing the minimum 

QV value provides only 2 KFs (since the minimum 

number of KFs for estimating the correlation 

measure is 2). Then the number of KFs is estimated 

by the following formula (assuming that index i 

refers to the clips in sorted order according to QV 

value): 

1,...,1,2 −=











++= ni

D

D

Q

Q
aK

avg

i

V

V

F

n

i

i
β             (17) 

where [x] is the nearest integer function, Di is the 

duration of clip i, Davg is the average duration of the 

clips within the dataset and α and β are parameters 

that control the number of KFs by closely following 

the QV and D values. By this way, more attractive 

clips of longer duration provide more KFs.  

As a final step, all extracted KFs are gathered to 

form the KFs set. Then representative key-frames 

(RKFs) are selected from the set of KFs, again by 

minimizing Eq. (15). The extracted RKFs are 

gathered and put in order, based on the QV value of 

the respected clip, so that to form the summary. 

 

6 Experimental Results 
Experiments have been performed on a PC with 

Intel Core i7-6700K @ 4.00GHz, 16 GB DDR4 

RAM @ 3200 MHz, 2TB SSHD + 240 GB SSD 

hard drives. For evaluation purposes, on 04/09/16 

we have recorded the wall information of 150 

Facebook friends of the Online Computing Group 

(www.facebook.com/klimis.ntalianis.7). The 

recording has been performed using the intelligent 

wrapper  of [22]. All other information has been 

discarded except of videos posted from 03/06/16 

until 03/09/16. In total 390 videos have been 

gathered, providing on average 2.6 videos per friend 

or 4.33 videos per day. From the 390 videos, 57 

videos have been excluded due to zero attention (Li= 

Ci = Pi=0) and the problems to Eq. (17) that zero 

attention causes. Thus 333 videos have been kept 

for further processing. The total duration of these 

333 videos was 89,125 seconds (24 hours 45 

minutes and 25 seconds), or 267.6 seconds per clip. 

The color encoding system was PAL at 25 

frames/sec and frame size was 480×640 pixels. The 

total storage space was 7.82 GB, since all 333 

videos were encoded using H.264. 
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(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

   
(j) (k) (l) 

Figure 3: (a) – (j) 10 out of 53 KFs extracted for 

the most attractive clip. (k)-(l) the 2 KFs of the least 

attractive clip. 

 

Initially 2,228,125 frames were distinguished. 

According to the proposed scheme, for each frame a 

feature vector f should be formed by following the 

fuzzy formulation method described in Section 3. 

After making some preliminary experiments, we 

have observed that feature extraction and fuzzy 

feature vector formulation for each frame took 3.2 

seconds on average. Moreover only color and 

texture information were considered. Motion 

information was excluded from current results, since 

other computationally intensive algorithms should 

also be employed. For this reason we have 

performed frames’ sampling, by keeping only the 

first of every group of twenty frames. By this way 

111,407 frames have remained and feature vectors 

were formulated after about 99 hours. This number 

looks large, but if we consider that it refers to a time 

interval of 90 days, it turns out that about 1.1 hour 

per day is needed for these 150 users. 

After formulating a feature vector for each 

sampled frame, the key-frames extraction process 

has been triggered. The most attractive clip has 

received 204 likes, 43 comments and 11 shares, 

while the less attractive clips have received 1 like, 0 

comments and 0 shares. On average each clip has 

received 31.07 likes, 5.13 comments and 0.17 

shares. Based on these numbers the parameter α of 

Eq. (17) was set equal to 0.02. Additionally the 

longest clip lasted 1,303 seconds, the shortest 19 

seconds and β was set equal to 0.8. As a result 
maxFK

=53 for the most attractive clip, while 
minFK = 2 for 

the least attractive clip. In total, 5,741 KFs have 

been extracted, or 17.2 KFs per clip. The total time 

needed for extracting all KFs was about 51 minutes. 

For visualization purposes, Figure 3 provides 10 out 

of the 53 KFs for the most attractive clip and the 2 

KFs of the least attractive clip. 

Furthermore RKFs have been extracted from the 

set of the 5,741 KFs. Several experiments have been 

performed with different coverage percentages. 

Figure 4 provides results for a coverage percentage 

of 1% (57 RKFs), which is very small but it is 

selected due to space limitations. Here it should be 

noted that the 57 RKFs in Figure 4 are sorted from 

top-left to bottom-right based on the ranking of each 

clip. Additionally Figure 5 provides the clip-

composition (number of frames per clip) of the final 

summary (RKFs). As it can be observed: (a) the 

most RKFs are provided by the top 80 clips, while 

only 11 frames are provided by the clips ranked 

from 81 to 333 (b) even low ranking clips may be 

represented at the final summary if their content is 

visually characteristic. This is a desired merit of the 

proposed scheme, since it focuses on diversity 

visualization of the posted video content. 

 

      

      

  
 

   

   
 

  

  
 

 
  

      

 
 

 
   

    
 

 

   
   

 
   

  

Figure 4: 57 RKFs (1%) sorted from top-left to 

bottom-right based on the ranking of each clip. 

 

Finally, RKFs have been encoded for several 

different coverage percentages, using H.264. In case 

of 100% coverage the total size is 0.022 GB, while 

for 1% the total size is 0.000249 GB. Thus we 

achieve a reduction of the stored/transmitted 

information between 99.72% and 99.99% compared 

to the initial information. 
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Figure 5: clip-composition (number of frames per 

clip) of the final summary (RKFs) and for 1% 

coverage. 
 

6 Conclusion 
In this paper a video content diversity 

visualization scheme has been proposed based on 

correlation. The proposed scheme assumes that 

several different videos are posted on social media 

and a novel social computing approach is described 

for evaluating attention. Results illustrate the 

promising performance of the introduced scheme.  
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