
An Ensemble Model Based in AI Using Past Output Data for Forecast of
Operating Variables of Distributed Resources

JUAN HERNÁNDEZ ARRIETA1, IDI ISAAC MILLÁN2, JAVIER SIERRA CARRILLO3

1,2 Department of Electrical and Electronic Engineering, Universidad Pontificia Bolivariana UPB,
Medellín, COLOMBIA

3 Department of Electronic Engineering, Universidad de Sucre, Sincelejo, COLOMBIA
∗This work is part of the project: “Estrategia de transformación del sector energético colombiano
en el horizonte de 2030” funded by the research call 778 of MinCiencias Ecosistema Científico.

Contract FP44842-210-2018

Abstract: - Non-conventional renewable energies, such as solar, have great potential for generation, however,
there is no accurate and timely information for making decisions that lead to the installation of microgrids in
interest zones. For this, an ensemble model has been developed to forecast the main operating variables associ-
ated with the distributed resources of potential microgrids. To develop the model, a comprehensive technological
surveillance of the strategies, models and techniques used for the valuation and forecast of photovoltaic generation
and energy storage resources was carried out, then themodel KNearest Neighbors (KNN)was referenced, selected
and programmed for the treatment (purification and imputation) of the data; The energy models for these systems
were referenced and selected, using the HOMER PRO software model, where the main operating variables that
are the object of forecasting were determined for each of the selected distributed resources. The graphical in-
terface of the ensemble model was programmed for the short-term forecast of these variables, using the selected
artificial intelligence forecasting techniques (decision trees, k Nearest Neighbor and Random Forests), and finally
the results obtained were validated with the model, versus the commercial software HOMER PRO and another
artificial intelligence model (Artificial Neural Network - Multilayer Perceptron).
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1 Introduction
Due to their climatology, many areas can be regions
that potentially generate high and/or medium powers
as a result of DER (Distributed Energy Resources),
so based on this research, which emerges from
the macroproject ”Estrategia de transformación del
sector energético colombiano en el horizonte de 2030
(Energética 2030) – Proyecto 08 (58855): Pruebas de
concepto de Microrredes en Colombia”, a model was
developed to forecast the main operational variables
associated with the distributed resources of potential
microgrids in the department of Sucre.

Today, for data consultation, the Institute of Hy-
drology, Meteorology and Environmental Studies -
IDEAM, in its Atlas of Solar Radiation of Colombia
(2006), has available a series of measurements result-
ing from the installation and monitoring of meteoro-
logical stations in Colombia, among these is the hor-
izontal global irradiation [1]. For the department of
Sucre, IDEAM only has 3 automatic stations, located
in the municipalities of Sincelejo, Morroa, San Ben-
ito, Coveñas and San Marcos, with pyranometers (so-

lar radiation meter), as can be seen in Figure 1.
Since these maps are the most complete in the

country, and as a result of the limited existence of
meteorological stations installed in the Department,
there is no accurate and timely information on the
variables associated with the resources distributed in
the Department. This shortcoming prevents decision-
making related to the installation and implementa-
tion of microgrids based on renewable energies and
the subsequent forecasting of parameters to facilitate
their operational management. Therefore, the model
developed and programmed in an easy-to-use graphi-
cal interface will help this decision-making, support-
ing information on output power forecasts in solar
modules, among others variables of consideration.

2 Data cleaning and imputation
techniques

Data cleaning is a technique that allows you to fil-
ter out unwanted values that can affect the fidelity
of the original data and lead to errors in subsequent
forecasting techniques or any other data processing.
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Figure 1: Annual Average Global Horizontal Irradia-
tion in the department of Sucre. Source: Author elab-
oration based on IDEAM.

In the case of Solar Radiation Databases, it is impor-
tant to recognize and calculate the number of Missing
Values (MV) in these per day, month, hour, etc., de-
pending on the user’s transcendence interval. This is
why there are data ranges where the user only ignores
or removes the MVs based on knowledge of their be-
havior.

It is important to categorize the mechanisms that
lead to the introduction ofMissing Values in data min-
ing [2]. This separate research is based on studies by
Luengo et al in [3].

Assumptions that are made about the absence
mechanism and PV pattern may affect which imputa-
tion method might be applied, if any. There are three
different mechanisms for MV induction:

• Missing Completely At Random (MCAR), when
the distribution of an example that has a missing
value for an attribute does not depend on either
the observed data or the MVs.

• Missing At Random (MAR), when the distribu-
tion of an example that has a missing value for an
attribute depends on the observed data, but does
not depend on the MVs.

• Not Missing At Random (NMAR), when the dis-
tribution of an example that has a missing value

Figure 2: Summary of the most used techniques,
models and methodologies for data imputation.
Source: Author elaboration based on [3].

for an attribute depends on the MV.

In the case of the MCAR mode, the underlying
distributions of the missing and complete data are as-
sumed to be the same, while for the MAR mode they
are different, and the MVs can be predicted using the
complete data. These two mechanisms are assumed
by the imputation methods that were studied in [3]
[17] [18].

Below are the imputation methods, which are the
most representative and used in the literature pre-
sented in [3], as shown in Figure 2, where the high-
lighted methods correspond to those used in the pro-
posed research model.

Weighted Imputation with K-Nearest Neighbor
[4]: The Weighted K Nearest Neighbors method se-
lects the instances with similar values (in terms of
distance) to the considered one, so it can impute as
KNNI does. However, the estimated value now takes
into account the different distances of the neighbors,
using a weighted average or the most repeated value
according to the distance.

3 Distributed Energy Resources:
Primary resource assessment
techniques and forecast

Various modeling approaches have been used for the
assessment and forecasting of Photovoltaic genera-
tion: physical, statistical, artificial intelligence (in-
cluding deep neural network), ensemble-based pre-
diction models, hybrids, among others [19]. Some of
these techniques are listed below, and are shown in
Figure 3 with the models and techniques used in the
research highlighted.
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3.1 Statistical models
Statistical models do not need any internal system in-
formation to perform a model. It is a data-driven ap-
proach that can extract relationships on past data to
predict future plant behavior. Therefore, the quality
of historical data is essential for forecast accuracy [5]
[20].

There are several types of statistical models, the
ones used in the investigation are the following:

3.1.1 Nonlinear models [6]
For about a decade, there has been a great deal of re-
search interest in artificial intelligence techniques, not
only for prediction but also for a wide range of ap-
plications, including control, data compression, opti-
mization, pattern recognition, and classification. Ma-
chine Learning Forecasting Techniques [7] are other
statistical models that take advantage of advances in
machine learning, a computer-based approach or ar-
tificial intelligence. The method is based on the abil-
ity of Artificial Intelligence to learn from experience
with historical data and to further hone its predictive
abilities through training runs. Powerful computers
are required to run numerous iterations before a final
prediction can be achieved. You can perceive impos-
sible representations without predetermined formulas
or equations. Its applications abound: pattern recog-
nition, data mining, classification problems, filtering,
and forecasting. The main machine learning tech-
niques are ANN [21], Multi-layer Perceptron Neu-
ral Network (MLPNN) [22] [23], Recurrent Neural
Network (RNN) [24], Feed-Forward Neural Network
(FFNN) [25] and Feedback Neural Network (FBNN)
[7], but others machine learning techniques are used
as well, such as, Random Forest, Decision Trees, K
Nearest Neighbors, etc.

• Random Forests (RF): Although SVMs and
ANNs are popular for short-term solar forecast-
ing, random forest models are also used. A ran-
dom forest is a Collection of Single Classifi-
cation and Regression Trees (CART) in which
each CART is trained by a bagging algorithm
that avoids overfitting the RF models. To train
each CART, the training set is partitioned using
the bootstrap examplemethod. The robustness of
a CART can be improved by combining CARTs
according to their performance. Although each
CART may be biased due to its structure and the
specific subset of features selected, aggregation
of all decision trees can significantly reduce the
error bias of the final result. The RFs do this by
averaging all the CARTs in the set [8].

• k-Nearest Neighbors (k-NN): It is one of the sim-
plest machine learning methods. It is based on

an algorithm for pattern recognition, which com-
pares the current state with training samples in a
feature space. Euclidean distances are calculated
and the first k nearest neighbors are selected for
predictions [9].

• Decision Trees (DT): this is a non-parametric su-
pervised learning method used for classification
and regression. The goal is to create a model that
predicts the value of a target variable by learning
simple decision rules inferred from data features.
A tree can be viewed as a piecewise constant ap-
proximation [10].

• Ridge Regression with Built-in Cross Validation
(RidgeCV): Ridge Regression (ridges) addresses
some of the ordinary least squares problems by
imposing a penalty on the size of the coefficients.
Crest coefficients minimize a penalized residual
sum of squares. This estimator has built-in cross-
validation capabilities to automatically select the
best hyperparameters. The advantage of using a
cross-validation estimator is that you can take ad-
vantage of hot start by reusing the results precom-
puted in the previous steps of the cross-validation
process, this generally leads to speed improve-
ments [11].

In addition to the models chosen above, another
model is defined below for comparison purposes:

• Multilayer Perceptron Neural Network
(MLPNN) [7]: Many researchers treat the
MLPNNmodel as a benchmark. It is a technique
for elementary and effective ANN approach
for design and prediction. It is so powerful
that this network is used in universal approxi-
mation, and in nonlinear models and complex
problems that cannot be solved by an ordinary
single-layer neural network. In general, MLP
is a composite of three or more layers of nodes
of incoherent activation. These nodes in any
layer are connected through a certain amount
of weight to other nodes in the next layer.
Therefore, it has the ability to correlate input and
output through proper learning. The correlation
between the number of nodes and the hidden
layer is essential.

3.2 Hybrid Models
According to [9], individual models may omit cer-
tain information due to the way each technique trans-
forms the data. Therefore, it is also common to com-
bine techniques to build on their strengths in order to
improve accuracy, denoted as hybrid, blended, com-
bined, or ensemble models. Models can be mixed in
various ways, such as bagging, boosting, voting, or
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Figure 3: Models and techniques for assessing and forecasting Photovoltaic generation. Source: Author elabora-
tion.

stacking. Two approaches can be followed, either by
combining two or more statistical techniques (hybrid
statistics) or by joining a statistical technique to a PV
performance model (physical hybrid). Hybrid meth-
ods can be implemented in three different ways; lin-
ear models, nonlinear models and linear and nonlinear
models [6].

3.3 Forecast model performance
Performance estimation is essential to assess the fore-
cast accuracy of a model. Common tools include:
Mean Absolute Error (MAE), Mean Absolute Per-
centage Error (MAPE), and Root Mean Square Error
(RMSE) [26] [27]. In this investigation, the RMSE
was used, which estimates the mean value of the er-
ror using the square root of the average of the squared
differences between the predicted values and the ac-
tual observations. Therefore, it is more robust in deal-
ing with large deviations that are especially undesir-
able, giving the researcher the ability to identify and
remove outliers [7].

In addition to the above, the performance can be
calculated using the coefficient of determination R2,
which consists of the proportion of the total variance
of the variable explained by the regression. This pa-
rameter reflects the goodness of fit of a model to the
variable to be explained, it ranges between 0 and 1,
the closer it is to the value 1, the greater the fit to the
model, but it can also be negative, because the model

Table 1: Solar irradiance forecast categorization
based on approach. Adapted from [12].

Approach Input Examples

Physical Meteorogical
data

NWP, TSI, GOES
(Geostationary Op-
erational Environ-
mental Satellite)

Statistical Historical
data

ANN,MLP (Multi-
layer Perceptron),
ARIMA, RNN.

can be arbitrarily worse.

3.4 Solar Radiation Forecast
Solar irradiance can be divided into three categories:
direct, diffuse and global. Direct irradiance is solar ra-
diation that travels directly to the earth’s surface. Dif-
fuse irradiance is the solar radiation scattered from the
direct beam. The Global Horizontal Irradiance (GHI)
is the sum of the previous two [12].

Similar to wind speed/energy forecast, solar irra-
diance forecast can also be classified according to ap-
proaches, as shown in Table 1.

Solar irradiation was categorized according to the
time horizon for forecasting and suitable approaches
for different time intervals were proposed. The cate-
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Table 2: Solar irradiance forecasting categorization
based on forecasting time horizon. Adapted from
[12].

Time horizon Interval Approach
Very short time 0.5 - 6 h TSI

Medium term 6 - 48 h NWP with
Mesoscale.

Table 3: Other Forecast Categorization of Solar Ir-
radiance Based on the Forecasting Time Horizon.
Adapted from [9].

Time horizon Interval

Intra-hour Few seconds – 1
hour

Intra-day 1 - 6 hours
Day ahead 6 - 48 hours

gories and approaches proposed are presented in Ta-
ble 2

Many researchers to develop a forecast horizon
classification approach, specifically for solar, use the
following categories: intra-hour (also known as now-
casting), intra-day, and day ahead (Table 3). These
categories often overlapwith the short-, medium-, and
long-term categories described above [12].

4 Ensemble model for the forecast of
operational variables of distributed
resources in the microgrid
environment

In this section, the integrated or assembly model will
be structured and programmed based on the mod-
els described previously. It will begin by describing
the acquisition of the data to form the databases cor-
responding to the Solar Photovoltaic System (SPV),
consequently the process of purification and imputa-
tion of the values, continuing with the programming
of the assembly forecast model, and culminating with
the selection, calculation and programming of the op-
erative variables of the DER (Power, power coeffi-
cients, Temperatures, etc.) as shown in Figure 4.

4.1 Input information
To carry out the data processing, the respective calcu-
lations and, in general, the modeling of the SPV, it is
necessary to have input information that guarantees
that these activities are carried out in the best way,
since each input will obtain a different output. That
is why the information that is reported in the different
data sheets of solar modules must be taken into ac-
count when executing the application that is presented

Figure 4: General methodology for the development
of the integrated or assembly model. Source: Author
elaboration.

as a result of the investigation. This information, for
the SPV is as follows:

• The database where the hourly Global Horizontal
Radiation is reported by weather station.

• Database update files (optional if you want to
perform an update).

• The day, month and year to be viewed and pro-
cessed.

• Capacity of the photovoltaic module(s).

• Derating factor.

• Module efficiency.

• Temperature Coefficient.

• Nominal operating temperature of the panel.

• Panel tilt.

• Panel azimuth.

With the information previously entered in the ap-
plication, it is possible to carry out the pre-processing
of the data (resampling, purification and imputation),
but first it will be shown in detail how the acquisition
of said quantities was made.

4.2 Data acquisition
5 meteorogical stations are incorporated into the ap-
plication and are shown in Table 4, along with their
main characteristics, all for the department of Sucre
(Colombia).

The database (DB) for the SPV has more than
130,000 data, therefore the execution of load and
functions of these DB require machine process times
ranging from 30 s to more than 2 minutes.
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Table 4: Main characteristics of the Meteorological Stations.
.

Meteorological
Station

Latitude/ Longi-
tude

Altitude
[m] Location Frequency Source

Puerta Roja 9.316/-75.387 160 Sincelejo Hourly IDEAM
El Tesoro 9.357/-75.289 156 Morroa Hourly IDEAM
San Marcos 8.596/-75.142 25 San Marcos Hourly IDEAM

ENERGÉTICA
2030 9.315/-75.388 175

UNISUCRE (Uni-
versity of Sucre) -
Sincelejo

5 minutes Energética
2030

ENERGÉTICA
2030 6.240/-75.590 1486

UPB (Bolivarian
Pontifical Univer-
sity) - Medellín

5 minutes Energética
2030

4.2.1 IDEAM
The data from the IDEAM meteorological sta-
tions were downloaded through its Hydrometeoro-
logical data consultation and download platform:
http://dhime.ideam.gov.co. DHIME is the develop-
ment and implementation of an integrated technologi-
cal solution that allows IDEAM to generate an impact
on its business processes, associated with hydrolog-
ical and meteorological information and for the ad-
ministration and operation of the hydrometeorologi-
cal network, with which the organization and infor-
mation management [13].

They are non-continuous data (see Table 5), that is,
they do not cover the entire time elapsed from the date
of installation to the date of consultation or download
and, furthermore, they do not report new data for up-
dating.

This DB reports hourly data for the department of
Sucre for solar radiation and allows downloading only
for one month and for each station, so to download 10
years, 120 files had to be downloaded for each station,
that is, about 600 files, to later be merged together and
use only one DB for the SPV.

The data obtained through the IDEAMare: Station
Code, Station Name, Latitude, Longitude, Altitude,
Category, Entity, Operational Area, Department, Mu-
nicipality, Installation Date, Suspension Date, Param-
eter Id (Solar Radiation) , Label, Series Description,
Frequency, Date, Value, Grade, Qualifier and Ap-
proval Level.

4.2.2 ENERGÉTICA 2030
In addition to the IDEAM data, the ”Energética
2030” project provides, through its platform:
https://energetica2030.netux.com, updated and con-
tinuous data, therefore, its data is updatable until the
day of verification.

The meteorological station installed both at the
University of Sucre (Sincelejo) and at the UPB
(Medellín) are of the NxS-MiEstación-THVPM-RS
type. It is a monitoring system that allows different

Table 5: Historical data dates where IDEAM data ex-
ists.

.
Meteorological
Station

Existing Historical Data
Dates

Puerta Roja

2005 (May), 2006 (Jun -
Dec), 2007 (Jan - Dec), 2008
(Jan - Dec), 2009 (Apr), 2013
(Jul), 2014 (May-Dec), 2015
(Mar-Apr, Ago-Oct), 2016
(Apr-Jul, Sep - Dec), 2017
(Jan - Feb)

El Tesoro
2014 (Sep - Dec), 2015 (Jan
- May), 2016 (May - Dec),
2017 (Jan - Feb)

San Marcos

2005 (Oct - Dec), 2006 (Jan -
Dec), 2007 (Jan - Jun) , 2009
(Jul -Dec ), 2010 (Jan - Dec),
2011 (Jan – Jul), 2012 (Feb –
May, Sep), 2013 (Oct - Dec),
2014 (Jan – Jul, Sep - Nov),
2015 (Jun - Dec), 2016 (Jan -
Nov)

variables to bemeasured, which together allow a diag-
nosis and monitoring of environmental conditions, in
addition to having the ability to transmit to the cloud
the information that it collects with its sensors at inter-
vals of approximately five minutes that allow remote
monitoring and access to historical data.

The electrical power supply required to operate is
provided by a 12 V battery rechargeable by means of
the solar panel, which provides autonomy in the ab-
sence of solar radiation of 48 h.

The station allows monitoring in real time from
a web and mobile platform environmental parame-
ters such as: Temperature, Relative Humidity, At-
mospheric Pressure, Wind Direction and Speed, Solar
Radiation and Particulate Matter (PM 2.5 – PM 10).
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Table 6: Historical data dates where ”ENERGÉTICA
2030” data exists.

.
Meteorological
Station

Existing Historical Data
Dates

ENERGÉTICA
2030 - UNISU-
CRE

2019 (Nov - Dec), 2020
(Jan - Dec), 2021 (Jan -
Current)

ENERGÉTICA
2030 - UPB

2019 (Sep - Dec), 2020
(Jan - Dec), 2021 (Jan -
Current)

Like the data obtained by IDEAM, the data pre-
sented by the ENERGÉTICA 2030 platform may be
missing (without value) some hours or days of the
months reported in Table 6.

This DB reports 5-minute values, so for the cre-
ation of the complete SSF database, a preprocessing
of these values had to be carried out, calculating the
hourly average. This is how it went from approxi-
mately 230,000 solar radiation data to approximately
130,000, with the consequent reduction in machine
processing time.

Each file that is downloaded from the platform in-
cludes the following information: Time stamp, Date
and value of the query variable (temperature, solar ra-
diation or wind speed).

4.3 Resampling, cleaning and imputation of
data

The SPV databases present gaps or time stamps with-
out solar radiation value, which makes it necessary
to pre-process the data, first with a resampling that
identifies these positions and enters them as NaN data
(Not a Number), this step will show the chosen pro-
gramming language (Python) that it is a value that
needs debugging or imputation. A NaN value will be
a Missing Value (MV).

Purging is a process that is carried out mainly tak-
ing into account the number of missing values found
in a day. For both systems, a purging was made of
those days that presented MV greater than 70.83%,
that is, they have less of 17 values of the 24 hours a
day. This percentage is chosen because, empirically,
in the executions of the application, when this value
is exceeded, forecasts are presented with bad values
of the determination coefficientR2 and even negative
ones. In addition, this percentage of MV (29.17%) is
within the ranges used by [3] to perform imputation.
Lower MV percentages can be used, but we wanted
to cover the largest number of days with the lowest
possible coefficient of determination.

After having performed the resampling and filter-
ing, the imputation stage is accessed. This is responsi-

ble for assigning a value to the NaN data. The choice
of methods for this phase starts from the behavior of
solar radiation in one day. For the SPV it is logical
to think that a method such as the WKNNI is viable,
since it suggests the use of the closest values, weight-
ing the distance between them and the missing value,
in addition [14] found good results when using this
method even in its simplest way (KNNI).

Another type of imputation used for the SPV was
the direct one, since the values of ”zero” are known
for the night hours between 8:00 pm and 5:00 am the
following day.

As a result of this stage, the complete DB for the
SSF is ready for the Forecast process.

4.4 Ensemble model for the forecast of
Solar Radiation

Starting from having the databases of the systems
without NaN values, it is then possible to carry out
the forecast of the main variables of the DER, mainly
solar radiation, the rest are variables that are calcu-
lated from these.

There are integrated or assembly models for the
forecast of the main variables of the investigation,
and although there are models that include one or
two of the chosen ones, one was not found that in-
tegrates all 3. The choice of the 3 models that were
described in the section 3, part of the provision of li-
braries in the Python programming language but also,
of the common use of these for the forecast of meteo-
rological variables such as those studied here. This is
why K nearest neighbors, decision tree, and random
forests come together to form the ensemblemodel that
predicts solar radiation and wind speed, using stack-
ing with a final estimator called a ridge regressor.
Stacked generalization consists of pooling the output
of the individual estimator and using a regressor to
compute the final prediction. Pooling allows you to
leverage the strength of each individual estimator by
using its output as input to a final estimator.

Keep in mind that the application also predicts
the main variables of the model and also adds an-
other model based on MLP-type Artificial Neural
Networks, which was programmed for future compar-
isons.

The integrated or assembly model schedule fore-
casts a day with hourly resolution. It is possible to
forecast the day after the last day of the database up-
date, that is, if the database is updated until today, it
is possible to forecast tomorrow, since it is very valu-
able to obtain results in real time for the next day. The
records for the forecast were divided like this, 80% for
the training data (train) and 20% for the test set (test).
These percentages resulted from testing with various
amounts (75% - 25%, 70% - 30%, 65% - 35%, 60% -
40%), obtaining better forecasts with (80% - 20%).
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The current and forecast values are the main inputs
to calculate the DER operating variables, which are
presented below in the next item.

4.4.1 Calculation of the operating variables of
the Photovoltaic Solar System

To make comparisons in a better way with the
HOMER PRO software, the energy model used by
this program to calculate the power generated by the
photovoltaic modules was chosen, so this section is
based on [15] and [16].

HOMER PRO uses the following equation to cal-
culate the power output of the Solar Modules:

Ppv = Ypv∗fpv∗
(

GT

GT,STC

)
∗[1 + αp ∗ (Tc − Tc,STC)]

(1)
where:
Ypv : The rated capacity of the Photovoltaic (PV)
array, meaning its power output under standard test
conditions [kW].
fpv : The PV derating factor [%]
GT : The solar radiation incident on the PV array in
the current time step [kW/m2]
GT,STC : The incident radiation at standard test
conditions [1kW/m2].
αp : The temperature coefficient of power [%/ °C].
Tc : The PV cell temperature in the current time step
[°C].
Tc,STC : the PV cell temperature under standard test
conditions [25°C].

But in order to calculate this power it is neces-
sary to calculate the temperature in the panel cell (Tc)
and the incident solar radiation on the panel (GT ), so
HOMER PRO uses the following equation to calcu-
late Tc:

Tc=
Ta+(Tc,NOCT −Ta,NOCT )

(
GT

GT,NOCT

)[
1−

ηmp,STC(1−αP Tc,STC)
τα

]
1+(Tc,NOCT −Ta,NOCT )

(
GT

GT,NOCT

)
(

αP ηmp,STC
τα )

(2)

Where:
Ta: The ambient temperature.
Tc,NOCT : The nominal operating cell temperature
[°C].
Ta,NOCT : The ambient temperature at which the
NOCT is defined [20°C].
GT : The solar radiation striking the PV array
[kW/m2].
GT,NOCT : The Solar radiation at which the NOCT
is defined [0.8 kW/m2]
ηmp,STC : The maximum power point efficiency

under standard test conditions [%].
τ : The solar transmittance of any cover over the PV
array [%].
α : The solar absorptance of the PV array [%].

HOMER PRO assumes a value of 0.9 for τα and
uses the following equation to calculate the solar dec-
lination:

δ = 23.45◦sin

(
360◦

284 + n

365

)
(3)

where:
n: the day of the year [a number 1 through 365]

The time of day affects the location of the sun
in the sky, which we can describe by an hour angle.
HOMER PRO uses the convention whereby the hour
angle is zero at solar noon (the time of day at which
the sun is at its highest point in the sky), which is neg-
ative before solar noon, and positive after solar noon.
HOMER PRO uses the following equation to calcu-
late the hour angle:

ω = (ts − 12hr) ∗ 15◦/hr (4)

Where:
ts : The solar time [hr]

HOMER PRO assumes that all time-dependent
data, such as solar radiation data and electric load
data, are specified not in solar time, but in civil time
(also called local standard time). HOMER PRO cal-
culates solar time from civil time using the following
equation:

ts = tc +
λ

15◦/hr
− Zc + E (5)

Where:
tc : the civil time in hours corresponding to the
midpoint of the time step [hr]
λ : the longitude [°]
Zc : the time zone in hours east of GMT [hr]
E : the equation of time [hr]

The equation of time accounts for the effects of
obliquity (the tilt of the earth’s axis of rotation relative
to the plane of the ecliptic) and the eccentricity of the
earth’s orbit. HOMER PRO calculates the equation
of time as follows:

E =3.82(0.000075 + 0.001868cosB − 0.032077sinB

− 0.014615cos2B − 0.04089sin2B)
(6)
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Where B is given by:

B = 360◦
(n− 1)

365
(7)

Now, for a surface with any orientation, we can
define the angle of incidence, meaning the angle be-
tween the sun’s beam radiation and the normal to the
surface, using the following equation:

cosθ = sinδsinϕcosβ − sinδcosϕsinβcosγ

+ cosδcosϕcosβcosω + cosδsinϕsinβcosγcosω

+ cosδsinβsinγsinω
(8)

where:
θ : The angle of incidence [°]
β : The slope of the surface [°]
γ : The azimuth of the surface [°]
ϕ : The latitude [°]
δ : The solar declination [°]
ω : The hour angle [°]

An incidence angle of particular importance, is the
zenith angle, meaning the angle between a vertical
line and the line to the sun. The zenith angle is zero
when the sun is directly overhead, and 90° when the
sun is at the horizon. Because a horizontal surface has
a slope of zero, we can find a equation for the zenith
angle by setting β = 0° in the equation above, which
yields:

θz = cosϕ cosδ cosω + sinϕ sinδ (9)

And θz is the zenith angle [°]

When addressing the amount of solar radiation ar-
riving at the top of the atmosphere over a particular
point on the earth’s surface, HOMER PRO assumes
the output of the sun is constant in time. But the
amount of sunlight striking the top of the earth’s at-
mosphere varies over the year because the distance
between the sun and the earth varies over the year due
to the eccentricity of earth’s orbit. To calculate the ex-
traterrestrial normal radiation, defined as the amount
of solar radiation striking a surface normal (perpen-
dicular) to the sun’s rays at the top of the earth’s atmo-
sphere, HOMER PRO uses the following equation:

Gon = Gsc

(
1 + 0.033cos

(
360n

365

) )
(10)

Where:
Gon : The extraterrestrial normal radiation [kW/m2]

Gsc : The solar constant [1.367 kW/m2]
n : The day of the year [a number between 1 and 365]

To calculate the extraterrestrial horizontal radia-
tion, defined as the amount of solar radiation strik-
ing a horizontal surface at the top of the atmosphere,
HOMER PRO uses the following equation:

Go = Goncosθz (11)

Where:
Go :The extraterrestrial horizontal radiation [kW/m2]
Gon :The extraterrestrial normal radiation [kW/m2]
θz :The zenith angle [°]

Because HOMER PRO simulates on a time-step-
by-time-step basis, we integrate the equation above
over one time step to find the average extraterrestrial
horizontal radiation over the time step:

Go=
12

π
Gon[cosϕ cosδ(sinω2 −sinω1 )+

π(ω2−ω1)

180◦ sinϕsinδ]
(12)

Where:
Go :The extraterrestrial horizontal radiation averaged
over the time step [kW/m2]
Gon :The extraterrestrial normal radiation [kW/m2]
ω1 : The hour angle at the beginning of the time step
[°]
ω2 :The hour angle at the end of the time step [°]

The equation above gives the average amount of
solar radiation striking a horizontal surface at the top
of the atmosphere in any time step. The solar resource
data give the average amount of solar radiation strik-
ing a horizontal surface at the bottom of the atmo-
sphere (the surface of the earth) in every time step.
The ratio of the surface radiation to the extraterrestrial
radiation is called the clearness index. The following
equation defines the clearness index:

kT =
G

Go

(13)

Where:
G :The global horizontal radiation on the earth’s
surface averaged over the time step [kW/m2]
Go : The extraterrestrial horizontal radiation aver-
aged over the time step [kW/m2]

As for the solar radiation on the earth’s surface,
some of the radiation is beam radiation, defined as
solar radiation that travels from the sun to the earth’s
surface without any scattering by the atmosphere.
Beam radiation (sometimes called direct radiation)
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casts a shadow. The rest of the radiation is diffuse
radiation, defined as solar radiation whose direction
has been changed by the earth’s atmosphere. Diffuse
radiation comes from all parts of the sky and does not
cast a shadow. The sum of beam and diffuse radiation
is called global solar radiation, a relation expressed by
the following equation:

G = Gb +Gd (14)

Where:
Gb : The beam radiation [kW/m2]
Gd : The diffuse radiation [kW/m2]

The distinction between beam and diffuse radia-
tion is important when calculating the amount of radi-
ation incident on an inclined surface. The orientation
of the surface has a stronger effect on the beam radia-
tion, which comes from only one part of the sky, than
it does on the diffuse radiation, which comes from all
parts of the sky.

However, in most cases, we measure only the
global horizontal radiation, not its beam and dif-
fuse components. For that reason, you need to enter
global horizontal radiation in HOMER PRO’s Solar
Resource Inputs. Then, in every time step, HOMER
PRO must resolve the global horizontal radiation into
its beam and diffuse components to find the radiation
incident on the PV array. For this purpose, HOMER
PRO uses correlation of Erbs et al. (1982), which
gives the diffuse fraction as a function of the clear-
ness index as follows:

Gd

G
=



1.0−0.09kT (∗)
0.9511−0.1604kT+4.388k2

T−16.638k3
T+12.336k4

T (∗∗)
0.165 (∗∗∗)

(∗) para kT≤0.22

(∗∗) para 0.22≤kT≤0.80

(∗∗∗) para kT>0.80

(15)
For each time step, HOMERPRO uses the average

global horizontal radiation to calculate the clearness
index, then the diffuse radiation. It then calculates
the beam radiation by subtracting the diffuse radiation
from the global horizontal radiation.

To calculate the global radiation striking the tilted
surface of the PV array, HOMER PRO uses the
HDKR model, which assumes that there are three
components to the diffuse solar radiation: an isotropic
component that comes from all parts of the sky
equally, a circumsolar component that emanates from
the direction of the sun, and a horizon brightening
component that emanates from the horizon. Before
applying this model, we must first define three more
factors.

The following equation defines Rb, the ratio of
beam radiation on the tilted surface to beam radiation
on the horizontal surface:

Rb =
cosθ

cosθz
(16)

The anisotropy index, with symbol Ai, is a mea-
sure of the atmospheric transmittance of beam radia-
tion. This factor is used to estimate the amount of cir-
cumsolar diffuse radiation, also called forward scat-
tered radiation. The anisotropy index is given by the
following equation:

Ai =
Gb

Go

(17)

Finally, we need to define a factor used to account
for horizon brightening, or the fact that more diffuse
radiation comes from the horizon than from the rest
of the sky. This term is related to the cloudiness and
is given by the following equation:

f =

√
Gb

G
(18)

The HDKR model calculates the global radiation
incident on the PV array according to the following
equation:

GT =
(
Gb +GdAi

)
Rb +Gd (1−Ai)

(
1 + cosβ

2

)
[
1 + fsin3

(
β

2

)]
+Gρg

(
1− cosβ

2

)
(19)

Where:
β :The slope of the surface [°]
ρg :The ground reflectance, which is also called the
albedo [%].

5 Results
After having calculated the main operational vari-
ables of the DER, a report is then made on the
results obtained with the integral or assembly model
(application) and they are compared with those
obtained with the HOMER PRO Software. The data
to be compared consists of the calculations provided
by HOMER PRO in relation to the output power,
temperature, etc., of the current day and not of the
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forecasts, since this Software does not make forecasts
of solar radiation. Therefore, it is only possible to
compare the forecast results with the data measured
by the meteorological stations.

The results of the model were validated in the mi-
crogrid of the Bolivarian Pontifical University - UPB
campus (within the framework of the ”Energética
2030” program).

In order for the model to operate in the best way,
a configuration of the parameters of each model was
made, this tuning was carried out by executing the
application several times and varying said parame-
ters, obtaining the optimal data for each model, as
follows: for the decision tree do not use maximum
depth, for K nearest neighbors, use 7 near neighbors
and for random forests, a maximum depth of 10 and
200 estimators.

The graphical interface in python language uses
the following libraries in its programming:

• Wxpython (Graphical Application Programming
Interface).

• Pandas (Management and analysis of data struc-
tures).

• Numpy (Numerical calculation and data analy-
sis).

• Sklearn (Simple and efficient tools for predictive
data analysis).

• Matplotlib (Specialized in creating graphs).

• Datetime (manipulation of dates and times).

• Math (Access to defined mathematical func-
tions).

The parameters of the PV (See Table 7, Table 8, Ta-
ble 9 and Table 10), correspond to those installed in
UNISUCRE and UPB.

Table 7: Data of the equipment installed in UNISU-
CRE.

.
Name Value Unit
PV Capacity 20 kW
Derating factor 88,0 %
Module efficiency 19,88 %
Temperature Coefficient -0,39 %/°C
Nominal operating cell tempera-
ture 45 °C

Panel tilt 9,32 °C
Panel azimuth 0 °C

Table 8: Data of the equipment installed in UPB.
.

Name Value Unit
PV Capacity 52,650 kW
Derating factor 88,0 %
Module efficiency 16,5 %
Temperature Coefficient -0,41 %/°C
Nominal operating cell tempera-
ture 45 °C

Panel tilt 7 °C
Panel azimuth 180 °C

Table 9: Description of the equipment installed in
UNISUCRE.

.
Name Manufacturer Model Amount
PV Jinko - Cheetah JKM400 50

Converter Chintpower-
CPS

CPS
SCA6KTL-
SM

3

It is only possible to validate the results of the
SPV of the UPB, because the UNISUCRE microgrid
still does not report data on power, temperature in the
solar panels, etc, but the comparisons of horizontal
global radiation reported by the weather station Vs
the ensemble model will be shown.

5.1 UPB results
The evaluation of the results is mainly determined
by the metrics RMSE (W/m2) and the coefficient
of determination R2 (dimensionless) of the Global
Horizontal Radiation predicted and measured in the
stations, since the other variables are calculated from
this parameter. operations of Distributed Resources.
The errors found during the validation (20% of the
data) are presented in each table, which represent the
forecast information that the model has never seen.
Some results obtained with the model are shown
graphically.

The critical information obtained by the model,
that is, minimum and maximum data of RMSE, R2

and the dates on which this happens is shown in the
following tables, for the ENERGÉTICA 2030 (UPB
- UNISUCRE) stations and the one located in Puerta
Roja (Sincelejo) incorporated in the application:

The RMSE value of 110 W/m2 downwards serves
as a reference to recognize if the Global Horizontal
Radiation forecast is good. Graphically it can be seen
that the forecast curves and real values are very sim-
ilar when they are in this range (Figure 5). The co-
efficient of determination R2 shows the fit between
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Table 10: Description of the equipment installed in
UPB.

.
Name Manufacturer Model Amount

PV JA Solar
JAP6(K)
60-
270/4BB

195

Converter Fronius
Symo
24.0-3
480

2

Table 11: Critical information obtained for the UPB
station.

.
Critical informa-
tion

Reported
data Date

Min_RMSE 59,62602 2021-07-16
Máx_RMSE 267,3226 2021-08-15
Min_R2 -2,90206 2021-07-27
Max_R2 0,96067 2021-07-08

forecast and actual value, one (1) being the best pos-
sible value (Figure 6).

For this station there are 145 days of evaluation
data, obtaining the following daily results: 37.93% of
data (55) of evaluationR2 are in the range greater than
or equal to 80%. 32.41%of the evaluation RMSE data
(47) are less than or equal to 110 W/m2.

It is important to clarify that the year 2021 for
Colombia has been a period of time cataloged by
IDEAM with the La Niña phenomenon, dominated
by constant rains in the National territory, resulting
in few sunny days.

The training data (80% of the total data) provided
by the UPB station are in the date range from Septem-
ber 02, 2019 to April 3, 2021 and the validation data
(20% of the total data) corresponds to the date range
of April 4, 2021 to September 2, 2021.

The month with the best RMSE is June 2021, with
an average value of 122.44 W/m2 with an average
R2 of 0.6663.

Regarding the power and temperature of the
modules, it is clear that the results calculated with
the application (current) and HOMER PRO are
consistent with what was expected (see Figure 7 and
Figure 8), since the same model was used.

Tables 12 and 13 show the hourly sums of the out-
put power calculated by the model for the days with
the lowest and highest RMSE, respectively, also for
the forecast and the in situ measurement. The Rela-
tive Error is calculated with respect to the power mea-

Figure 5: Forecast of Global Horizontal Radiation for
the day 2021-07-16 (Lowest RMSE), UPB station.
Source: Author elaboration.

sured in situ.

Table 12: Daily power output for the lowest RMSE
day.

.
Name Daily power

[kWp]
Relative Er-
ror

Ppv cur-
rent_model 215,73 11,394%

Ppv for-
casted_model 232,983 4,31%

Ppv HOMER
PRO 215,55 11,469%

Ppv_measured 243,47

Table 13: Daily power output for the highest RMSE
day.

.
Name Daily power

[kWp]
Relative Er-
ror

Ppv current_model 227,71 0,235%
Ppv for-
casted_model 168,98 25,97%

Ppv HOMER PRO 227,98 0,116%
Ppv_measured 228,25
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Figure 6: Forecast of Global Horizontal Radiation for
the day 2021-07-08 (MajorR2), UPB station. Source:
Author elaboration.

Figure 7: Output power of the modules for the day
2021-07-16 (Lowest RMSE), UPB station. Source:
Author elaboration.

The results obtained by each of the artificial in-
telligence methods used in the integral model will be
shown below, for the days with the lowest and highest
RMSE reported in the assembly model for the UPB –
ENERGÉTICA 2030 station:

5.1.1 AI Model: Decision Tree
The results obtained by means of this method are
recorded in the table 14:

5.1.2 AI model: k Nearest Neighbors
The results obtained by means of this method are
recorded in the table 15:

Figure 8: Module temperature for the day 2021-07-16
(Lowest RMSE), UPB station. Source: Author elab-
oration.

5.1.3 AI model: Random Forest
The results obtained by means of this method are
recorded in the table 16:

5.1.4 AI model: Neural Network (MLP)
The results obtained by means of this method are
recorded in the table 17:

5.2 UNISUCRE results
For the station located at the University of Sucre (Ta-
ble 18), the evaluation data (20%) consists of 116
days, starting in March 2021 and ending in June of
the same year. The following reports are available
for this station: 44.83% of the data (52) of the eval-
uation R2 are in the range greater than or equal to
80%. 22.41% of the evaluation RMSE data (26) are
less than or equal to 110 W/m2, highlighting that for
these quantities the averageR2 is 0.913, which means
that there is an excellent percentage of adjustment of
Global Horizontal Radiation in relation to its forecast.

For the station located in Puerta Roja, very close to
the ENERGÉTICA 2030 - UNISUCRE station (Table
19), the evaluation data consists of 337 days, begin-
ning in September 2015 and ending in February 2017.
For this station, the following data are available: Re-
ports: 39.76% of data (134) of R2 evaluation are in
the range greater than or equal to 80%. 31.15% of the
evaluation RMSE data (105) are less than or equal to
110 W/m2, with an average R2 of 82.26%.

6 Conclusion
The model developed in the microgrid that is being
implemented on the UPB campus (in the framework
of the ENERGÉTICA 2030 program) for the SPV
was validated, where the forecasts obtained from the
model were compared with the information measured
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Table 14: Results obtained by the decision tree model.
.

Critical in-
formation R2 RMSE

[W/m2]
Measured
power
[kWp]

Forecast
power
[kWp]

Er [%] Date

Min_RMSE 0,61367 167,512 243,47 221,72 8,93 2021-07-16
Máx_RMSE -0.1954 340,529 228,25 207,343 9,16 2021-08-15

Table 15: Results obtained by the KNN model.
.

Critical in-
formation R2 RMSE

[W/m2]
Measured
power
[kWp]

Forecast
power
[kWp]

Er [%] Date

Min_RMSE 0,89962 85,3876 243,47 236,98 2,67 2021-07-16
Máx_RMSE 0,08649 297,672 228,25 169,66 25,67 2021-08-15

for the variables of interest in the microgrid, using the
data provided by the 52 kWp System.

From the results obtained, the following can be in-
ferred:
• The energy model used for the SPV is adjusted
to what is desired with regard to the variables
studied. It is observed in the graphs of power
and temperature in themodules, that the variables
calculated with the model and HOMER PRO are
almost the same, this small error is inferred to
be due to the calculation of solar time, which
HOMER PRO does not fully specify.

• The energy model is also adjusted, with regard to
daily calculated power (HOMER PRO and en-
semble model) and in situ measurements, with
errors ranging from 0.235% to 11.394% in the
ensemble model and from 0.116% to 11.47% in
HOMER PRO.

• The critical information obtained for the UPB
station allows us to identify that the worst RMSE
result is 267.32 W/m2, data that confirms that
regular RMSE results are achieved, taking into
account that RMSE information greater than 300
W/m2 is bad, since for this station there are radia-
tions of up to 1000W/m2. This can be verified by
calculating the forecast daily power for this day
and its relative error with respect to the in situ
measurement, which is approximately 169 kWp
and 26%, respectively.

• 31.41% of the global horizontal radiation eval-
uation data is in a range less than or equal to
110W/m2, that is, for these data the RMSE is
good, with an averageR2 of approximately 88%;
obtaining very good results, such as the day with
the lowest RMSE, with a forecast daily power of
233 kWp and a relative error of 4.31%.

• Of the 3 AI models that contribute to the ensem-
ble model, it was observed that the one with the
lowest relative error reported for the day with
the lowest RMSE is K Near Neighbors (2.67)
and the one with the highest Relative Error of
RMSE presented for this same day is Decision
Tree (9.93%).

• Of the 3 AI models that contribute to the assem-
bly model, it was observed that the one with the
lowest relative error reported for the day with the
highest RMSE is (9.16%) and the one with the
highest relative RMSE error for this same day is
K Nearest Neighbors (25.67%).

• From the previous items it can be concluded that
having an AI model does not mean that the least
relative error for one day has to be better for all
days.

• The results obtained by theMLPmodel show that
it is in the range of errors of the assembly model,
even a little lower, and that it would be an option
to incorporate it into the integral model.

• Although the validation of the application was
done with data provided with the UPB station, it
can also be concluded that the results obtained for
this station are similar to those found in UNISU-
CRE, which is why it is thought that when there
are values for this station, such as power, tem-
perature in the modules, etc., are close to those
found in the UPB. What is clear is that the solar
resource of the Department of Sucre (Colombia)
is optimal for the installation of microgrids with
Photovoltaic Solar Systems.

• The errors found in the SPV increase as the
cloudy days increase, and there was a lot of
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Table 16: Results obtained by the RF model.
.

Critical in-
formation R2 RMSE

[W/m2]
Measured
power
[kWp]

Forecast
power
[kWp]

Er [%] Date

Min_RMSE 0,78197 125,8417 243,47 233,806 3,97 2021-07-16
Máx_RMSE -0.0355 316,9265 228,25 189,91 16,8 2021-08-15

Table 17: Results obtained by the Neural Network MLP model.
.

Critical in-
formation R2 RMSE

[W/m2]
Measured
power
[kWp]

Forecast
power
[kWp]

Er [%] Date

Min_RMSE 0,93283 69,84634 243,47 237,078 2,625 2021-07-16
Máx_RMSE 0,29663 261,20097 228,25 181,532 20,47 2021-08-15

Table 18: Critical information obtained for the
UNISUCRE station.

.
Critical informa-
tion

Reported
data Date

Min_RMSE 59,03201 2021-03-22
Máx_RMSE 258,78403 2021-06-12
Min_R2 -0,56104 2021-05-04
Max_R2 0,97392 2021-03-29

Table 19: Critical information obtained for the
PUERTA ROJA station.

.
Critical informa-
tion

Reported
data Date

Min_RMSE 35,73598 2015-10-16
Máx_RMSE 304,90212 2015-10-25
Min_R2 -11,60654 2015-10-24
Max_R2 0,97258 2015-10-16

information obtained, especially at the EN-
ERGÉTICA 2030 stations, with years in which
the La Niña phenomenon existed.

As forecasting issues are delved into, it is logi-
cal to think that while the model is more robust,
it presents an improvement proportional to that dy-
namism, which is why the use of other AI mod-
els, such as convolutional neural networks, is recom-
mended, precisely to improve RMSE errors.

The Multilayer Perceptron Neural Networks
model - MLP, presents good results alone, for this
reason it is recommended to add it to the ensemble
model as a fourth AI model.

The comparison of various assembly models is

an interesting option in the application and compar-
ison of results, including the use of satellite-type
databases.

Another future work would represent making the
comparison with the forecast module of the generic
EMS that has been developed in the framework of
ENERGÉTICA 2030.
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