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Abstract: - Robust feature extraction from digital images is a challenging task for many computer vision 
applications. Several methods are available for extraction of features based on texture, shape, color, and 
geometry in the digital images captured using conventional camera. In the outdoor environment, the feature 
extraction becomes increasingly challenging because of dynamic scene, presence of outliers, occlusions, and 
changing illumination conditions. Omnidirectional cameras are becoming popular to capture images in outdoor 
environment as these gather scene information from a wide angle. This paper addresses the challenges of 
dynamic scenes, occlusions, outliers, and changing lighting conditions. The methodology used in this paper 
integrates SIFT, deep learning-based feature maps, accurate feature detection and descriptor matching under 
outdoor conditions. In this paper, robust feature extraction methods which consider the pixel formation in the 
omnidirectional images, are used to extract features from omnidirectional outdoor images for many computer 
vision applications. Such feature extraction methods can be useful in applications like intelligent transportation 
systems, mobile robots, and location-based services. The findings have significant implications for intelligent 
transport systems. This paper presents an approach towards enhancing robustness of image feature detection 
methods in dynamic environments.   
 
Key-Words: - Omnidirectional image, feature descriptor, image matching, outliers, illumination variation, 
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1 Introduction 
Omnidirectional images are widely used in many 
computer vision applications such as intelligent 
transportation systems, mobile robotics, and 
location-based services. In the outdoor environment, 
due to changing illumination conditions, presence of 
outliers, occlusions, and dynamic scene, the feature 
extraction from such images becomes a challenging 
task. A robust method for feature extraction helps in 
achieving the desired results in terms of correct 
image matches in the outdoor environment. 
An omnidirectional image is obtained using a 
spherical camera of a pack of cameras where each 

individual camera covers a fixed field of view. 
When images from individual cameras are stitched 
together, an omnidirectional image with a wide field 
of view is obtained. The feature points and feature 
descriptors are obtained from omnidirectional 
images using many methods available in computer 
vision literature such as Scale-Invariant Feature 
Transform (SIFT), Speeded-Up Robust Features 
(SURF), Oriented FAST and Rotated BRIEF 
(ORB), and Binary Robust Independent Elementary 
Features (BRIEF), etc. The transform-based 
methods such as Fourier Transform (FT), Discrete 
Wavelet Transform (DWT), and Hough Transform 
etc. are also used. These methods for feature 

Ashwani Kumar Aggarwal, Ajay Pal Singh Chauhan
International Journal of Instrumentation and Measurement 

http://www.iaras.org/iaras/journals/ijim

ISSN: 2534-8841 8 Volume 10, 2025



extraction are then used for various computer vision 
tasks such as object detection, scene segmentation, 
and navigation, etc. The challenges associated with 
omnidirectional images are distortion, varying 
illumination, and dynamic backgrounds, etc. 

The contribution of the paper is analyzing robust 
feature extraction techniques for omnidirectional 
images. 
 

 

2 Related Work 
Several studies have investigated the use of feature 
extraction methods from omnidirectional images. A 
hierarchical framework for mobile robot localization 
using omnidirectional images and artificial 
intelligence techniques with various classifiers and 
global-appearance descriptors is proposed in [1]. 
The approach may limit adaptability to highly 
dynamic environments. A comprehensive review 
and taxonomy of deep learning methods for 
omnidirectional vision is provided in [2]. The works 
on omnidirectional images using deep learning 
methods is discussed with adequate details. The 
spherical camera model, planar representations, and 
deep learning challenges in omnidirectional visual 
computing are discussed in [3]. The paper focuses 
primarily on deep learning-based approaches, and 
not the traditional methods that may be relevant for 
certain applications. A multi-camera 
omnidirectional odometry system with feature 
prioritization and multi-view pose refinement is 
proposed in [4]. The approach increases system 
complexity, limiting real-time applications on 
resource-constrained platforms. Siamese Neural 
Networks with CNN-based descriptors for indoor 
robot localization in omnidirectional images are 
used in [5] achieving superior performance in 
varying lighting conditions. The changing lighting 
conditions affect the performance of the image 
features drastically and makes the computer vision 
tasks challenging.  A review of deep learning 
methods for omnidirectional vision, including 
imaging principles, convolution techniques, and 
learning strategies is given in [6]. The convolution 
techniques used in various omnidirectional images 
are discussed for computer vision applications in the 
paper. A deep learning framework combining 
distortion-aware learning and bidirectional LSTM 
for structure recovery from omnidirectional images 
in VR and MR applications is proposed in [7]. The 
VR and MR applications are used in various 
domains of computer vision such as entertainment, 
medical training, and intelligent transportation 
systems. An intrinsic image decomposition method 
for omnidirectional images to improve the 

separation of reflectance and shading is discussed in 
[8]. The method is designed for low dynamic range 
images, which may limit its effectiveness when 
applied to high dynamic range omnidirectional 
images. A transformer-based multi-task learning 
framework that jointly infers depth, normals, 
semantic segmentation, reflectance, and shading 
from a single indoor panoramic image is proposed 
in [9]. The image is taken using an omnidirectional 
camera or by stitching several overlapping images 
captured using a conventional camera. A 
hierarchical extract-and-match transformer that 
improves efficiency, robustness, and precision in 
local feature matching is proposed in [10]. The 
robustness of feature extraction method is very 
important in computer vision applications in case of 
dynamic scenes and changing lighting conditions. 
The model's effectiveness in highly dynamic 
environments may be limited due to inherent 
challenges in feature matching. A deep learning 
framework for omnidirectional depth estimation 
using a multi-fisheye system, using multi-scale 
feature extraction, fusion cost volume, and cascaded 
cost regularization is used in [11]. The method's 
performance may be affected under extreme lighting 
conditions, where fisheye distortions and feature 
mismatches become more challenging. A feature 
extraction method for place recognition and point 
registration in autonomous driving is discussed in 
[12]. The place recognition in autonomous driving 
becomes challenging due to the presence of 
occlusions in the environment in which the vehicle 
is moving. A real-time ground target position 
estimation system combining fisheye camera and 
LiDAR data with Kalman fusion is used in [13]. The 
registration of camera images and LiDAR data 
becomes challenging due to change in viewpoints. 
The data collected from two different modalities are 
registered to estimate the target position. The 
system's accuracy may degrade in highly cluttered 
environments where occlusions and sensor noise 
affect target detection and fusion reliability. 
Bayesian optimization and data augmentation is 
used to achieve robust mobile robot localization 
from raw omnidirectional images without 
panoramic conversion in [14]. The approach may 
not work effectively where moving objects affect 
localization accuracy. A real-time, lightweight deep 
learning network for omnidirectional depth 
estimation using multi-scale feature extraction for 
diverse weather conditions is discussed in [15]. The 
method relies on synthetic data, which may not 
generalize to real-world scenarios with complex 
lighting and texture variations. A vision-based depth 
estimation system that converts omnidirectional 
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depth estimation into a simpler binocular problem is 
discussed in [16]. A two-stage omnidirectional 
depth estimation framework using spherical feature 
learning is proposed in [17]. The conventional 
methods for feature extraction suffer from many 
drawbacks when applied on omnidirectional images. 
The depth estimation is done using feature 
extraction methods that work efficiently on 
omnidirectional images. An omnidirectional self-
driving robot for indoor surveillance is discussed in 
[18]. The method features holonomic motion, ROS 
integration, and AI-driven monitoring for elderly 
fall detection and intrusion detection. A comparative 
analysis of keypoint matching algorithms for 
omnidirectional images and discussion on tangent 
plane projections to mitigate spherical distortions 
for improved pose estimation is presented in [19]. A 
framework using an LSTM-based classifier is used 
to predict and control robot movements in real-time 
[20]. Robot movement is affected by various factors 
including the path, the type of sensors used, and the 
adopted control strategy.  A data-driven deep 
learning approach for jointly estimating depth and 
room structure from a single spherical panorama is 
discussed in [21]. This method may limit its 
applicability to irregular interior layouts. A 
benchmark dataset with 360° images and ground 
truth poses for visual localization is introduced in 
[22]. The proposed virtual camera approach may not 
eliminate the domain gap between different camera 
types, affecting localization accuracy in real-world 
applications.  
 
 

3 Methodology 

 
3.1 Omnidirectional Image Acquisition  
A conventional camera has a limited field of view 
whereas an omnidirectional camera has a wider field 
of view. The omnidirectional image is obtained by 
stitching several images captured using 
conventional cameras which have sufficient overlap 
between them. There are omnidirectional cameras 
also available which directly generate panoramic 
images using multiple cameras mounted on a single 
assembly in a particular geometry.  
 

3.2 Preprocessing Steps 
The images captured using omnidirectional cameras 
are sometimes distorted due to several reasons. 
These images are given to image preprocessing 
tasks which rectify the distortions in the images. 
The distortions in the omnidirectional images may 
appear as pincushion distortion or barrel distortion 

among many others. The techniques sued to 
undistort such distortions from the omnidirectional 
images are based on geometry, warping, and deep 
learning-based methods. 
 
3.3 Feature Extraction Techniques 
Several methods are available in computer vision 
literature to extract features from digital images. 
Among various methods, the traditional methods for 
image feature extraction are SIFT, SURF, and ORB, 
etc. SIFT feature point and feature descriptor around 
the feature point assists in image matching, and 
localization-based services. The SIFT feature 
descriptor is a 128-dimentional vector.  SURF 
feature extraction is preferred sometimes over 
SURF because it is faster than SIFT. SURF feature 
descriptor is a 64-dimensional vector.  
 
𝐷𝑆𝐼𝐹𝑇 = [ℎ1, ℎ2, ⋯ , ℎ128] ∈ 𝑅128                       (1) 
 
The SIFT descriptor is mathematically represented 
by using equation (1). ORB is a 32-byte descriptor. 
Several deep learning-based feature extraction 
methods are also used to extract features from 
omnidirectional images. CNNs, transformers, and 
self-supervised feature extraction methods are some 
of the methods using deep learning techniques. 
Hybrid approaches are useful in some cases where 
traditional feature extraction methods are combined 
with deep learning-based feature extraction 
methods.  
 
𝐷𝐻𝑌𝐵𝑅𝐼𝐷 = 𝜆 𝐷𝑆𝐼𝐹𝑇 + (1 − 𝜆)𝐷𝐷𝐸𝐸𝑃                    (2) 
 
The hybrid feature descriptor which combines SIFT 
feature descriptor and a deep learning based feature 
descriptor can be represented mathematically using 
equation (2). 
 
3.4 Feature Selection and Optimization 
Sometimes all the features extracted by feature 
extraction methods are not useful for computer 
vision tasks. Techniques such as PCA, LDA, and 
attention mechanisms are used on the extracted 
features to refine these extracted features. PCA 
helps in reducing the dimension of the features and 
hence reducing the computation cost. LDA is used 
to reduce the dimensionality of the features while 
maximizing the separability between the classes. 
Attention network-based feature reduction methods 
reduce the dimensionality of the features by paying 
more attention to useful portions in the image 
instead of focusing on the entire image. 
 

 

Ashwani Kumar Aggarwal, Ajay Pal Singh Chauhan
International Journal of Instrumentation and Measurement 

http://www.iaras.org/iaras/journals/ijim

ISSN: 2534-8841 10 Volume 10, 2025



4 Experiments and Results 
 
4.1 Dataset Description: Omnidirectional outdoor 
image dataset is used for evaluation. The dataset 
contains several omnidirectional images. Each 
image contains the outdoor environment scene. The 
images included in the dataset contain several types 
of image distortions. The images are histogram 
equalized before applying feature extraction 
methods.  
 
4.2 Experimental Setup: The performance of the 
method is evaluated using performance evaluation 
metrics such as accuracy. The images are pre-
proceeded before these are given to feature 
extraction methods. The extracted features are then 
given to feature reduction methods. Principal 
Component Analysis (PCA) is used to keep the most 
informative features eliminating the redundancy in 
the data. 
 
4.3 Results and Analysis: The quantitative analysis 
of extracted features is done. Figure 1. shows the 
original image and the undistorted image. 
 

 
Fig. 1. Original image and undistorted image 

 
The features are extracted from the undistorted 
images. Figure 2. Shows the extracted features from 
the omnidirectional image. The performance 
comparison is done in different environmental 
conditions such as lighting variations, and 
occlusions. 
 

 
Fig. 2. Features extracted from omnidirectional 

image 
 

The feature distribution analysis is done. The 
histogram of feature values is shown in Figure 3. 
 

 
Fig. 3. Histogram of extracted deep features 

 
The box plot of feature values is also obtained and is 
shown in Figure 4. 

 
Fig. 4. Box plot of extracted features 

 
5 Discussion 
Among many feature extraction techniques, each 
method has its advantages and disadvantages over 
others. Some feature extraction methods have 
suitable for images where there are large occlusions 
while others perform better where the illumination 
variations are large. The various feature descriptors 
used around each feature point also have their own 
advantages and disadvantages. Some feature 
descriptors are high dimensional which make them 
computationally expensive to use while others are 
not suitable for large occlusions and illumination 
variations. In this paper, the image data collection is 
done using omnidirectional cameras under outdoor 
environments. The goal of the work is to evaluate 
the performance of image feature extraction 
methods applied on omnidirectional images under 
changing lighting conditions and dynamic 
environments. The image data is collected from 
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different outdoor locations to capture diverse 
features including trees, vehicles, pedestrians, and 
building facades. The camera for capturing 
omnidirectional images is moved smoothly during 
different times of day in order to capture images 
under changing lighting conditions. The feature 
extraction is carried out on the captured 
omnidirectional images after histogram 
equalization. The robustness of feature extraction 
methods was done using matching accuracy. The 
feature extraction methods for omnidirectional 
images captured in outdoor environment are used in 
this work for computer vision applications such as 
image matching, localization, and intelligent 
transportation system.  
 
 
6 Conclusion 
The feature extraction methods used on 
omnidirectional images captured in outdoor 
environments are used. The distorted images are 
rectified using undistortion methods. The histogram 
of extracted deep features and box plot of extracted 
feature values are also plotted in this paper. This 
paper has discussed that conventional feature 
extraction methods are not robust enough for several 
computer vision applications. By considering the 
pixel geometry in the omnidirectional images, the 
proposed method significantly improves the 
robustness of feature extraction, and the reliability 
of the methods used for various computer vision 
applications. Omnidirectional cameras may be used 
instead of conventional cameras for intelligent 
transportation systems in urban environments. 
. 
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