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Abstract: -In this research paper author is using the mining association rule learning or affinity analysis 
which is also called Market Basket Analysis (MBA). As people knew if somebody buys certain items then it 
is more likely to buy another set of items. This technique makes use of different data mining algorithms and 
provides a proper analysis on the data about the items purchased. The analysis is therefore recorded as a 
report and the report is provided to the end user. The output of market basket analysis is generally a set of 
rules that we can use to make business decision. Simply market basket analysis looks at the purchase 
coincidence with the items purchase among transaction and what product is purchased with what product. 
Therefore it helps the end user to determine the sales of an item based on the report submitted. Example: If 
you buy milk then you are more likely to buy bread or butter. 
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1. Introduction 
 

Market basket analysis is currently a best 
analysis method with which the end users can 
be benefited in making business strategic 
decisions [1][2][3][4]. The existing system 
mainly makes use of association rules and 
apriori algorithm to analyze small amounts of 
data [5][6]. Many researchers and scientists 
have provided different methods and also 
introduced additional algorithms to apriori 
algorithm in order to achieve the desired results 
in an appropriate time [7][8][9][10][11][12]. 
However there exists certain draw backs which 
may affect the end result. Some drawbacks are 
listed below: 

 
• Complexity grows exponentially. 

• Scans the database many times and 
generate many association rules. 

• Time consumed is more. 

 

2. Proposed System 

The proposed system mainly concentrates on 
providing the efficient output. So, in order to 
achieve this we implement algorithms like 
Apriori and Association [13]. The Apriori 
algorithm is useful to generate the frequent 
item set by using minimum support count i.e., 
MIN_SUP. Association rule mining is used to 
generate the strong rules by using rule(s l- s) 
and minimum confidence i.e., MIN_CONF 
[14][15] . 

 
2.1 Steps 

Following steps are required for data 
analysis. 

• Taking the dataset 

• If the dataset is not in the correct 
format then data preparation and 
cleaning is done in order to remove 
and modify corrupted, inaccurate data. 

• Exploratory data analysis (EDA) is 
done in order to identify the dataset 
easily in terms of histograms, plots etc. 

• Feature extraction is creation of new set 
of features from original raw data. 

 • Apriori and Association algorithms are 
applied by setting support and 
confidence values. 

• Strong rules are generates. 

• Storing data in database. 

2.2 Advantages 

There are many advantages while 
applying the proposed system which 
has given below. 

• Increasing profits in business strategies. 

• Complexity reduces. 

• Better decision is taken. 

• It consumes less time. 

3. Proposed Algorithm 

In this section we are implementing by using 
Apriori and Association algorithm in a tabular 
form. See table 

Table 1 

 

 

 

 

 

 

 
3.1 ITEMSET: 

It is defined as the collection of zero or many items 
in Association analysis 

 
 

3.2 SUPPORT COUNT: 

Number of transactions that contains all the items in 
Association rule 

Tid ITEMSETS 

1 Bread, Milk 

2 Bread, Rice, Eggs, Jam 

3 Milk, Rice, Jam, Coke 

4 Bread, Milk, Rice, Jam 

5 Bread, Milk, Rice, Coke 

 
Itemset={Bread,Milk} 
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Ϭ = Σ ti 

S = Ϭ (Xꓴ  Y)/N 

 
 
If we take {Bread, Milk} then we have to analyze if 
this pair exists or not Ϭ = Σ ti ..  (Bread, Milk) 
=3 

3.3 SUPPORT: 

It defines “how often the rule occurred” is defined as 
the measure of rule support. 

It is the difference between the support count and 
the number of transaction or purchases 

 
 
S = 3/5 

=0.6 

3.4 CONFIDENCE: 
It determines how frequently items in „Y‟ appears in 
the transaction that contain „X‟. 

 

 
 
 

p(Y/X) 
 
X Y 

If „X‟ then there is „Y‟ 

Bread  Milk X  Y 
= Ϭ (Bread ꓴ Milk) / Ϭ (Bread) 

= 3/4 

= 0.75 

Confidence(X Y) 
 
 
P(Y/X) = supcnt (Xꓴ Y) /supcnt (X) 
 
 

4. Frequent itemset generation in apriori 

Taking, MIN_SUP=60% and 5 transactions. 
Table 2 
 

Tid ITEMSET 

1 M O N K E Y 

2 D O N K E Y 

3 M A K E 

4 M U C K Y 

5 C O O K I E 

 
I = {A, C, D, E, I, K, M, N, O, U, Y} 

*MIN_SUP = 60% 

= 60/100 *5 = 3 

If the support count value of item is less than the 
given support count value that is “3” then we to 
prune that item sets. 

 
4.1 Candidate 1 itemset 

Table 3 

 

ITEM Ϭ 

A 1 

C 2 

D 1 

E 4 

I 1 

K 5 

M 3 

N 2 

O 3 

U 1 

Y 3 

RED indicates pruned candidate1-itemsets. 
 
 
 
4.2 Candidate 2 itemset 

Table 4 

 

 

 
 

CONFIDENCE = Ϭ(XꓴY)/Ϭ(X) 
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sl-s 

 
RED indicates Pruned candidate 2-itemsets. 
 

 
 
4.3 Candidate 3 itemset 

Table 5 

 

 

ITEM Ϭ 

EKO 3 

EKM 2 

EKY 2 

KOM 1 

KOY 2 
KMY   2 

RED indicates pruned candidate 3-itemsets. 

“EKO” is left in candidate 3-itemset after pruning 
all itemsets which are less than support count value 
“3”. So, the final frequent itemset generated in 
APRIORI algorithm is {EKO}. 

 

5. Association Rule Generations 

There are two processes to construct association rule 
generation. 
MIN_SUPPORT MIN_CONFIDENCE 
*Given MIN_CONF=80%; 

In previous, frequent item set generated is {EKO} 
that is l = {E, K, O} Consider all non-empty subsets
 --------------------------------------------- {E}, {K}, 
{O}, {E, K}, {E, O}, {K, O} 
If all the subsets are frequent then obtained frequent 
itemset {E, K, O} also be frequent by using the rule. 
 
 
 
{E} -- {K, O} 

{K} -- {E, O} 

{O} -- {E, K} 

{K, O} -- {E} 

{E, O} -- {K} 

{E, K} -- {O} 
 
 
By using the formula, 

{X}  {Y} = supcnt (Xꓴ Y)/supcnt (X). 

*{E} -- {K, O} = supcnt{E, K, O}/supcnt{E} = 3/4 
= 75%. 

*{K} -- {E, O} = supcnt{K, E, O}/supcnt{K} = 3/5 
= 60%. 

*{O} -- {E, K} = supcnt{O, K, E}/supcnt{O} = 3/3 
= 100%. 

*{K, O} -- {E} = supcnt{K, O, E}/supcnt{K, O} = 
3/3 = 100%. 

*{E, O} -- {K} = supcnt{E, O, K}/supcnt{E, O} = 
3/3 = 100%. 

*{E, K} -- {O} = supcnt{E, K, O}/supcnt{E, K} = 
3/4 = 75%. Strong rules identified are 
{O} -- {E, K}, which is 100% 

{K, O} -- {E}, which is 100% 

{E, O} -- {K}, which is 100% 

 

6. Conclusion 

By using two algorithms apriori and association 
algorithms we can easily generate frequent item sets 
from large amounts of data, so that we are getting 
results as easy and little amount of data from large 

ITEM Ϭ 

EK 4 

EM 2 

EO 3 

EY 2 

KM 3 

KO 3 

KY 3 

MO 1 

MY 2 

OY 2 
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data sets.This frequent item sets are used for making 
business decisions easily in small amount of time 
for getting profits. 
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