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Abstract: - It is very important to be able to give the right amount of credit to the right customer, at the right 

time, in order to effectively manage the increasing credit usage and demands of customers. As a result, it is 

aimed to increase efficiency in repayment of loans. Along with increasing efficiency, it is aimed to minimize 

risk and increase profitability. In line with these purposes, Artificial Neural Networks Method, one of the deep 

learning methods, which is one of the sub-branches of machine learning, was applied in this study in order to 

determine whether the customer will repay the loan and compared with algorithms such as Logistic Regression 

and Random Forest. 
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1 Introduction 
In the economy, the financial situations and 

decisions of companies create some risks. These 

financial risks; loans, interest rates, exchange rates, 

cash management and commodity prices. Credit risk 

is the possible change in net profit and fair value of 

equity due to non-payment or late payment. It refers 

to the probability of non-repayment of loans given 

by banks. Banks deduct the provisions of the non-

repayable loans over their incomes. This situation 

has a reducing effect on the profits of banks [1], [2]. 

The idea of a machine that can think and resemble a 

human intellectually was first put forward by Alan 

Turing [3]. Although a machine that can pass the 

Turing Test in his article has not been produced yet, 

computers have become high-performance in many 

jobs that require human skills [4]. The main reason 

behind this success is machine learning algorithms, 

which eliminate the necessity of establishing a 

mathematical model and train itself according to the 

data available without pre-programming [5]. 

The common point of machine learning studies is 

that the algorithms used are algorithms that are 

measured with a certain performance system for 

certain tasks and that gain experience with the 

performance grade they get while performing these 

tasks and improve in performing the tasks [6]. 

Autonomous helicopter driving with machine 

learning [7], cancer diagnosis [8], language-to-

language translation [9], drug design [10] have been 

carried out in many different areas. 

Deep learning involves the use of ANN algorithms 

and other ANN-based algorithms that mimic the 

way the brain works, based on the idea that 

machines can think like humans. It is one of the sub-

branches of machine learning. While deep learning 

algorithms work better on big data systems with 

complex relationships, they are more expensive in 

terms of time and money than machine learning 

algorithms. 

The first studies on ANN were made in the 1940s 

[11]. Laying the foundations of Hebb Theory and 

the effect of the intensity of connections on the 

learning processes of neurons were also examined in 

this period [12]. 

Deep learning applications are actively used in the 

finance sector as well as in many other sectors. 

There are many methods used by banks in the sector 

to predict the risks of loans they give to their 

customers. 

[13] used Bagging and Boosting (AdaBoost) 

algorithms, which are collective learning models, 
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and RO, ANN, DSA methods to classify for risk 

analysis in their studies. The accuracy rates were 

71.06% in AdaBoost model, 69.59% in ANN 

model, 69.01% in DSA model, 58.50% in RO model 

and 55.98% in Bagging model. 

[14] developed a credit scoring model to evaluate 

the individual loan application of a customer 

coming to a bank. The average correct classification 

rate of the ANN model according to the credit 

worthiness of customers was 65.3%, and the 

average correct classification rate of the C5.0 KA 

model was 61.5%. 

[15] tested four different versions of LR, RO, 

gradient boosting models and stochastic gradient 

descent DSA in credit risk modeling. As a result of 

the study, it has been observed that tree-based 

models are more stable than models based on 

multilayer ANN based on the AUC (area under the 

ROC curve) criterion. Gradient boosting and RO 

algorithms were followed by ANN in the success 

order. 

[16] in his study, for the first time, compared the 

GKO algorithm with genetic algorithm, ant colony 

optimization, particle swarm optimization, evolution 

strategy and population-based incremental learning 

methods to show that it can be an improvement in 

training multi-layered sensors. It has been shown 

that the results obtained with the GKO algorithm are 

very competitive and achieve high values in 

zooming. 

[17] used Bayesian networks management to 

identify and compare the potential risks of suppliers 

by passing supplier parameters through the Bayesian 

network model. 

[18] tried to divide stocks into two classes as good 

and bad with a collective learning method consisting 

of LR, RO, DSA and combining RO and DSA in 

their study. After making feature selection with GA, 

the accuracy rate of the collective method was the 

highest with 92.7%. Other accuracy rates were 

91.8%, 90.8% and 86.9% for RO, LR and DSA, 

respectively. 

 

 

2 Methods 
In this section, Artificial Neural Network and 

Backpropagation methods, which will be used in the 

analysis phase, will be expressed. 
 

2.1 Artificial Neural Network 
ANN examines the training data shown to it, 

establishes a relationship between these data and 

makes some generalizations. When faced with new 

unlabeled test data that he has never seen before, he 

uses generalizations based on the training data and 

is able to make inferences about the test data and 

decide [19]. 

When ANN is compared with traditional algorithms, 

while rules are set by using input-output information 

during learning in ANN, outputs in traditional 

algorithms; It is obtained by applying the entries to 

the set rules. While information and algorithms are 

precise in traditional algorithms, experiences are 

used in ANNs. However, ANN is slower and 

hardware dependent [20]. 

In the general working structure of ANN, the inputs 

come to the cell with a weight. Although these 

weights show the effect and importance of the input 

on the cell, a zero weight does not mean that that 

input is unimportant and can mean a lot for that 

network. 

With the addition (joining) function, the net input to 

the cell is calculated. The 'Weighted Sum' is often 

used as the aggregate function. In the Weighted 

Sum, each input to the cell is multiplied by its own 

weight. Then the net input obtained is subjected to 

the determined activation function. According to the 

value of the activation function, the output is 

determined. When choosing the activation function, 

attention is paid to whether it is easy to calculate its 

derivative. Since the derivative of the activation 

function is also calculated in the feedback ANN, 

care is taken to choose an activation function that 

will not slow down the processes and whose 

derivative can be easily calculated. The most 

commonly used activation function is the 'sigmoid' 

function [21]. 

 

2.2 Backpropagation 
Feedback ANN is the use of the GD algorithm in 

machine learning in ANN. The work of the model 

by moving from the input layer to the output layer 

creates the 'feed-forward ANN'. In 'feedback ANN', 

the output of a feed-forward network is fed back to 

the network as input to feed the model and performs 

back propagation. In this way, the weight 

coefficients are updated again, the error values and 

the cost function are reduced. The model is 

optimized. 

The following mathematical approach was obtained 

when a notation suitable for the current machine 

learning literature [22] was used. 

 

L : Total number of layers in the network 

𝑠𝑙: Number of units in layer l (excluding bias unit) 

K : Number of output unit/class 

 

Neural networks can have many output neurons. 

 ℎ𝜃(𝑥)𝑘,, k. is stated as the resulting hypothesis in 
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the output. The regularization term for ANN is 

given in the used cost function (1). 

 

𝐽(𝜃) = − 
1

𝑚
∑ ∑ [𝐾

𝑘=1 𝑦𝑘
(𝑡)

 log (ℎ𝜃(𝑚
𝑡=1 𝑥(𝑡)))𝑘 +

(1 − 𝑦𝑘
(𝑡)

) log(1 − ℎ𝜃(𝑥(𝑡))
𝑘

)]  +
𝜆

2𝑚
∑ ∑ ∑ (𝜃𝑗,𝑖

(𝑙)
)2𝑠𝑙+1

𝑗=1
𝑠𝑙
𝑖=1

𝐿−1
𝑙=1                              (1) 

 
Nested sums are used to calculate multiple output 

neurons. The nested sums before the parentheses in 

the first part of the equation provide as many loops 

as the number of output nodes. 

 

 

3 Problem Solution 
Home Loan Group is a bank that provides home 

loans to people. This bank seeks to broaden 

financial inclusion for people seeking loans by 

providing a positive and safe borrowing experience. 

Home Loan Group uses a variety of alternative data, 

including telecommunications and transaction 

information, to estimate its customers' repayment 

capabilities. 

The problem is a classification problem. The 

ultimate purpose of the estimates is to answer the 

question of whether borrowers will be able to repay 

their debt. 

Training data set is shown in Figure 1. 

 

 
Figure 1: Training Data Set 

 

Test data set is shown in Figure 2. 

 

 
Figure 2: Test Data Set 

 

The data set to be used in the training includes 

307511 records (rows) and 122 attributes (columns). 

In addition, the test set to be estimated includes 

48744 rows and 121 attribute columns. 

Of the 122 columns in the training set, 65 of them 

can take decimal values and 41 of them consist of 

numerical variables that can take integer values. The 

remaining 16 columns are categorical variables of 

character data type. Figure 3 shows how many 

categories each of these categorical data has. 

 

 
Figure 3: Unique Number of Categories of 

Categorical Variables 

 

After the data set was ready for preprocessing, 

the categorical variables with 2 categories were 

converted with Label Encoding. Categorical 

variables with more than two categories, on the 

other hand, were turned into a column with One Hot 

Encoding. 

In algorithms using error terms such as logistic 

regression, n-1 category columns in each column are 

made into columns, whereas in random forest 

algorithms, n categories in each column are made 

into columns. 

Label Encoding and One Hot Encoding are 

preprocessing functions in the Scikit-Learn library, 

which is a machine learning library. 

Some missing values in the data set are filled with 

the median values of the columns they belong to. In 

addition, with min-max scaling, the values in the 

data set were kept in a constant range of 0-1. 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋− 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥− 𝑋𝑚𝑖𝑛
                                       (2) 

 

Polynomial features can be added when the 

relationship between variables is not linear. For 

example, a new feature can be added to the model 

by including the product of two variables in the 

model. In this way, multiple features are combined. 

For this purpose, a significant number of new 

features were created for the features in the data set. 

35 terms were produced by including the 3rd degree 

powers of the selected 4 features and the terms of 

interaction with each other. With the generation of 

polynomial variables, it is possible to see which 

functions of the variables are related to the target 

variable and their effects on the model. 
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Machine learning application was made using 

Python programming language and Scikit-Learn and 

Keras libraries. 

Random Forest and Logistic Regression 

algorithms were used to compare with the Artificial 

Neural Networks model. Although these algorithms 

are frequently used algorithms in the machine 

learning literature, they are preferred in practice 

because they are in the Scikit-Learn library and can 

be easily used with methods already available in the 

Scikit-Learn library, such as hyperparameter 

optimization and k-fold-cross validation. 

The Random Forest algorithm, which consists of 

decision tree-based algorithms, evaluates the 

predictions made by using random parts of the data 

set of a determined number of decision trees by 

voting method and gives output accordingly [23]. 

Since it uses more than one model, the Random 

Forest algorithm is also included in the class of 

collective learning algorithms. The reasons for using 

the Random Forest algorithm is that this algorithm, 

which learns the random parts of the data set, is 

resistant to overfitting and can give good results. 

Logistic Regression is widely used in classification 

problems. There are only two possible outcomes as 

the outcome is measured with a binary variable. The 

reasons for using the Logistic Regression algorithm 

is that the dependent variable is a powerful 

algorithm for modeling binary data as a categorical 

variable. 

AUC, also known as AUC/ROC (Area Under 

Curve / Receiver Operating Characteristic) metric, 

was preferred as the evaluation criterion. It is 

designed to find the area under the curve formed by 

the dots with the True Positive Ratio (y-axis) and 

False Positive Ratio (x-axis) in Figure 4. 

 

 
Figure 4: ROC/AUC Graph  

 

The True Positive Ratio indicates the proportion 

of correctly predicted positive samples among all 

positive samples, while the False Positive Ratio 

indicates the proportion of incorrectly predicted 

positive samples among all negative samples. 

Each point on the ROC curve represents a 

sensitivity/specificity pair corresponding to a certain 

decision threshold. The area under the ROC curve 

(AUC) is a measure of how well the two groups can 

be distinguished. 

The closer the ROC curve is to the upper left corner, 

that is, the larger the area under the curve; It 

approaches 1, and the overall accuracy of the test is 

increasing. 

 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑖𝑜 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
                 

(3) 

 

𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑖𝑜 =
𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
               

(4) 

 

 

4 Conclusion 
Running the Logistic Regression model with the 

regularization parameter gives better results than the 

Classical Logistic Regression model. For this 

reason, C value, which is the regularization 

parameter in the Logistic Regression model, has 

been reduced by taking 0.0001. The regularization 

parameter controls the amount of overfitting. A low 

C value will reduce overfitting. 

In the Random Forest model, predictions were made 

using 100 different decision trees. 

The architecture of the Artificial Neural Network 

model is shown in Figure 5. 

 

 
Figure 5: Architecture of ANN model  

 

In the Artificial Neural Network model, there are 1 

input layer, 1 output layer and 3 hidden layers 
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between these layers. There are 277 nodes in the 

input layer, 80 in the 1st hidden layer, 80 in the 2nd 

hidden layer, 40 in the 3rd hidden layer, and 1 node 

in the output layer. 

ReLu (Rectified Linear Units) and Sigmoid 

functions are preferred as activation functions 

(Shown in Figure 6). Backpropagation was used as 

the optimizing method. 

 

 
Figure 6: RELU and Sigmoid activation functions  

 

When the parameters are optimized, the iteration 

number is 30, the loss function is Binary Cross 

Entropy, and the learning rate is 0.01. 

The estimation successes according to the results of 

the three models applied are given in Table 1. 

 

Table 1: The estimation successes according to the 

results of the three models 

Algorithm ROC/AUC Value 

Logistic Regression 0.67505922 

Random Forest 0.70322869 

Artificial Neural Network 0.73725195 

 

According to the results obtained, the Artificial 

Neural Networks model gave the highest result 

among the applied methods, with an accuracy rate 

of approximately 74%. This result is followed by 

the Random Forest model, which makes predictions 

with 70% accuracy. In the Logistic Regression 

model, estimation was made with an accuracy rate 

of 67%. Considering the results, it has been seen 

that machine learning algorithms can be used for 

credit and similar problems when sufficient data is 

collected. 
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