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Abstract: - The choice of the pattern for cooperation is a traditional issue of the organizational debate on 
business process design, which typically compares alternative cooperation patters on the basis of cost variables. 
From an engineering perspective, costs should be contrasted against production capacity as a primary indicator 
of performance. This paper takes this perspective and proposes a formal model of information processing 
capacity to evaluate alternative cooperation patterns. Simulation results show how a capacity perspective 
delivers significantly different results from the cost-oriented organizational view. Traditional design principles 
for the selection of the most efficient organizational structure (i.e. degree of process networking, specialization, 
delegation and information overflow) are significantly complemented. 
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1 Introduction 

Information systems (ISs) are designed to 
address the fragmentation of information across an 
organization by means of data and application 
integration [1]. An information system is often the 
result of the composition of multiple information 
processes, which cooperate towards a common set 
of objectives. Building a coherent logic of an 
information system’s cooperative effort, referred to 
as cooperative process, is the main goal of IS design 
[2]. 

From an organizational perspective, there exist 
alternative patterns for cooperation and the choice 
of the pattern for cooperation is a primary issue of 
the debate on organizational performance, which is 
central to economic theory and, hence, to a 
multitude of past research contributions [3], [4], [5]. 
By embedding the business logic (or the logic of 
organizational processes), enterprise integration 
technologies necessarily implement a specific 
pattern for cooperation.  

In the system engineering literature, this design 
step is tackled during requirements analysis and, 
more specifically, during early requirements 
analysis when cooperative processes are analyzed, 
modeled and reengineered [6], [7]. Research on 
early requirements analysis provides methodologies 
and tools to elicit requirements by analyzing 
organizational processes, to then represent relevant 
characteristics of processes and to verify the 

completeness, correctness and understandability of 
process models [7], [8], [9]. However, previous 
contributions from the economic literature on the 
choice of cooperation patterns are only marginally 
considered. 

The goal of this paper is to categorize the 
cooperation patterns enabled by enterprise 
integration technologies, by taking an engineering 
view to evaluate their performance. In the 
organizational literature, the evaluation of 
cooperation patterns is typically based on economic 
theory which compares cooperation alternatives on 
the basis of cost variables [10], [11], [12]. Costs 
describe the efficiency of a process at using its input 
resources, but need to be complemented by an 
evaluation of the output that can be obtained with 
different cooperation patterns in order to assess 
performance [13]. From an engineering perspective, 
production capacity is usually considered a primary 
indicator of performance, as a measure of the output 
to input ratio of production processes [13]. The 
general effect of technology is a reduction of costs 
and a growth of capacity and an enterprise 
integration framework should have a similar effect, 
leading to an increase of the ratio of capacity to 
costs.  

This paper takes this perspective and proposes a 
formal model of capacity to evaluate alternative 
cooperation patterns. The paper’s definition of 
capacity is original in that it incorporates the 
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characteristics that differentiate information from 
other organizational resources and, therefore, 
computer-supported cooperative processes from 
traditional production processes. Results from a 
capacity-based analysis of cooperation patterns are 
then compared with previous cost-based findings in 
the organizational literature.  

The presentation starts from a review of the 
economic and organizational literature on 
cooperative processes. The model of information 
processing capacity is then presented in Section 3. 
Section 4 summarizes the testing approach and 
illustrates the main findings. A final discussion 
derives preliminary capacity-oriented EI design 
guidelines and IS managerial implications. 
 
 
2 Describing the Information 
Processing Capacity of Cooperative 
Processes 

Our first goal in reviewing the literature is to 
classify alternative cooperation patterns and discuss 
the traditional organizational principles for the 
design of cooperative processes (Sections 2.1-2.5). 
In the organizational literature, the very activity of 
organizing is defined as the design of the rules for 
cooperation, which, from a software standpoint, 
constitute the design rules of the cooperative 
processes embedded in EI technologies [14].   

From an engineering perspective, although 
cooperation is a costly activity, it also delivers 
benefits. A potential source of benefits originates 
from the specific characteristics of information as an 
organizational resource. Different from other 
resources, such as raw materials or product 
components, information is non-depletable [15], 
[16], i.e. it is not destroyed by use. As a 
consequence, information can be shared among a 
virtually infinite number of tasks without any risk of 
scarcity. Information is also self-generating [16]: By 
accessing and transforming information, individuals 
produce additional knowledge that can be made 
increasingly customized to the needs of process 
tasks. This customization process improves the 
utilization of the information resource by making it 
more easily accessible to individual executors and 
has the potential to increase their overall 
information processing capacity. In this respect, 
information sharing is not only an inevitable and 
costly consequence of the division of labor, but also 
an opportunity to create customized information and 
increase capacity [17]. In the following, the main 
organizational alternatives in the design of 

cooperation patterns are reviewed and the 
corresponding opportunities for the creation of 
customized information are discussed. 
 
2.1 Task Parallelism 
Organizational studies observe that a sequential 
execution of tasks removes information processing 
resources from execution to be conveyed to 
information sharing activities. Therefore, 
networking among tasks is regarded as a costly 
solution that should be implemented only when 
necessary as a consequence of the need for 
cooperation [18].  
From an engineering perspective, this process 
design principle is contrasted by the opportunities 
for information customization created by a 
sequential coordination among tasks. Customization 
delivers benefits by simplifying the execution of 
tasks that share increasingly useful information. 
Tasks can use information created by other tasks 
only if they are executed sequentially or, at least, 
they decrease their degree of parallelism by 
synchronizing when information sharing is required. 
For example, product reengineering should be based 
on feedback information from the marketing 
function documenting customers’ perceptions. In 
turn, a lower degree of parallelism and, conversely, 
a higher degree of networking among the marketing 
and production functions can enhance information 
processing capacity and provide benefits. 
Consequently, a first research question is whether a 
higher degree of networking among tasks can 
enhance capacity, although increasing costs.  
 
2.2 Task Specialization 
A second traditional question is what degree of 
specialization maximizes organizational 
performance. In answering this question, the 
literature starts from a traditional process design 
principle that associates the introduction of non-
computer-based technologies with a higher degree 
of task specialization [19].  
According to the information-processing perspective 
of organizational theory, the opposite holds for 
computer-based technologies. Computers automate 
part of the decision-making work and can extend the 
boundaries of individual rationality [20], [21], [18]. 
Computer-supported individuals can be assigned 
more complex tasks and play a less specialized role.  
From an engineering perspective, greater 
specialization can also be associated with benefits. 
The opportunities for taking advantage of self-
generation and non-depletability through 
information customization are in fact augmented by 
task specialization. Splitting tasks into more 
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specialized sub-tasks may enable the creation of 
new intermediate information that can be 
customized to the needs of other tasks. Enterprise 
Application Integration (EAI) technologies may 
further enhance the benefits from task specialization 
by supporting communication and, thus, reducing 
the overhead costs of sharing customized 
information.  
 
2.3 The Delegation of Decision-Making 
The debate on task specialization has prompted a 
parallel debate on the delegation of decision-
making. Within an organization, decision-making 
responsibilities are organized hierarchically, ranging 
from top management at the highest level to 
operations management at the lowest level. 
Delegation is defined as the downwards shift of 
decision-making responsibilities in the 
organizational hierarchy [4]. This reallocation of 
responsibilities modifies cooperation patterns, since 
it changes the organizational units involved in the 
execution of decision-making tasks. 
The traditional process design principle suggests to 
minimize the degree of delegation by centralizing 
decisions within high-level organizational units 
[19], [22]. According to the information-processing 
perspective of the organizational literature, 
delegation brings decisions closer to decision-
making information and may reduce the costs of 
sharing information [11]. However, delegation also 
involves additional costs. Decision makers can 
behave opportunistically and take advantage of 
greater responsibility to their own benefit [11].  
With a cost-oriented view, the potential benefits of 
delegation are overlooked, as its influence on the 
customization of information is not considered. 
Within a rigid hierarchical system, when exceptions 
occur and decision-making is required, all the 
information must be conveyed upwards and peer 
communication takes place only indirectly through 
higher hierarchical levels. Delegation moves 
decision-making responsibilities towards lower 
hierarchical levels and, consequently, favors direct 
peer communication in exceptional circumstances 
[21]. If it is conveyed upwards without this direct 
interaction, information is usually synthesized to 
simplify higher-level managerial work, but not 
accurately customized [23]. As a consequence, 
delegation may have a positive effect on 
information processing capacity, once again related 
to greater opportunities for customization. 
 
 
 

2.4 The Size of Cooperative Processes 
The reallocation of decision-making within the 
organizational hierarchy is not the only form of 
delegation. Organizations can also outsource part of 
their production and related decision-making 
activities to other organizations, such as customers, 
suppliers, consultants or commercial partners. 
Organizational studies indicate that there is 
continuum of cooperation forms between 
hierarchies and markets, basically depending on the 
stability of the relationship among cooperating 
actors. The position along this continuum should 
selected on the basis of a cost trade-off [10], [12]. It 
has also been theorized that computer applications 
shift this trade-off towards greater market 
coordination and, as a consequence, can cause a 
reduction of the average size of organizations in the 
economic system [10], [12].  
As noted before, from an engineering perspective, 
although involving costs, coordination is beneficial 
to the creation of cumulative knowledge by means 
of increasingly customized information. This 
process of information customization provides 
different outcomes when executed through 
hierarchical or market forms of cooperation. 
Customization is an inherently iterative process that 
requires continuous adjustments to build cumulative 
knowledge. As a consequence, it may be more 
efficiently achieved if the relationship between 
interacting parties is more stable, that is closer to 
hierarchical forms of coordination. 
 
2.5 The Risk of Information Overflow 
Although delivering benefits, the non-depletability 
and self-generation features of information also 
involve a risk, known as information overflow. Not 
only information is not destroyed by use, but it can 
constantly grow in volume through processing. Over 
time, the risk for organizations is to be challenged 
by an increasing information-seeking effort to filter 
out useful knowledge from a relentlessly expanding 
information base [17]. Information overflow occurs 
when organizations are unable to transform their 
inputs into useful knowledge and cannot implement 
a learning process that eliminates data of little use 
and retain a manageable quantity of valuable 
information.  
It can be hypothesized that different cooperation 
patterns are affected by information overflow to 
varying degrees, as they are responsible for the 
breadth and frequency of information exchanges 
among individuals. The effect of customization on 
the risk of information overflow at a process level 
has not been explicitly addressed in the 
organizational literature and the impact of different 
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cooperation patterns on customization and, hence, 
on information overflow at a process level is still an 
open issue. 
 
3 A Formal Model of Information 
Processing Capacity 
 
3.1 Information processing tasks 
An information processing task Ti is characterized 
by the input information flow, Iinput,i, and the output 
information flow, Ii,output. The main characteristic of 
information processing tasks is that input 
information is non depletable and can be reused 
multiple times to produce output information. 
Therefore, Ii,output can be greater than, equal to, or 
smaller than Iinput,i. Whenever Ii,output is greater than 
Iinput,i, tasks generate more information than they 
receive, by taking advantage of the self-generation 
feature of information. Each task is associated with 
an information customization factor, λi, that 
represents the average fraction of input information 
that is processed by the node to produce each unit of 
output information. By definition, λi ranges between 
0 and 1 (λi∈[0,1]), since at most the whole amount 
of input information is used to produce each unit of 
output. In general, a low λi indicates that part of the 
input information is not used or is reused a few 
times by the processing task and is consequently 
less customized. 

In our model, we assume that a task produces the 
output information in one time unit. As an example, 
Figure 1 shows a task receiving 20 units of input 
information per time unit and producing 15 units of 
output information per time unit. Since λi is equal to 
0.1, a fraction equal to 10% of the input information 
is used to produce each unit of output information. 
Thus, in order to produce each unit of output 
information, Iinput,iλi = 2 units of input information 
are required. To produce Ii,output units of output 
information, the node processes (Iinput,iλi) Ii,output=30 
units of information per time unit. In general, a task 
processes a total amount of information equal to 
Iinput,iλiIi,output per time unit. This quantity is referred 
to as the Information Processing Capacity (IPCi) of 
the task and is defined as:  

 
(1) IPCi = Iinput,iλiIi,output. 

 
Fig 1. Example of information processing task. 

 
Input (output) information is the quantity of 
information entering (exiting) the task in a time unit. 
Let us assign a conventional unit to information, 
[I/T], and a conventional unit to time, [T]. With 
reference to Figure 1, task Ti receives 20 [I/T] (that 
is, 20 units of information in a time unit) and 
produces 15 [I/T] (that is, 15 units of information in 
a time unit). Since IPCi = Iinput,iλiIi,output is the 
quantity of information processed by the task in a 
time unit, IPCi is measured as [I/T]. Therefore, by 
performing a simple dimensional analysis on 
Equation 1, it is obtained: 
 
(2) [IPCi] ≡ [Iinput,i][λi][Ii,output] ⇒ [I/T] ≡ 
[I/T][λi][I/T] ⇒ [λi] ≡ [T/I]. 
 
3.2 Cooperation among information 
processing tasks 
Cooperation among tasks is modeled as a directed 
graph, where each node Ti represents a task in the 
process and oriented edges connecting pairs of 
nodes (Ti,Tj) represent information exchanges 
between corresponding tasks. A cooperative process 
is defined as a set of cooperating tasks. 
In the graph describing a process, the weight of the 
directed edge connecting node Ti to node Tj 
represents the quantity of information Iij passing 
from Ti to Tj in a time unit (if Iij = 0, node Ti is not 
connected to node Tj). A node Ti can exchange 
information with multiple nodes. Ti can also 
exchange information with the external 
environment, that is, with tasks that belong to other 
processes. Information exchanges of a node Ti to 
and from the external environment are indicated as 
Ii,ext and Iext,i, respectively. Overall, the total input 

information of node Ti is iext

nj

j
jiiinput III ,

1
, += ∑

=

=

 and 

the overall output information is 

exti

nj

j
ijoutputi III ,

1
, += ∑

=

=

.  

 
By applying Equation 1 to a generic node Ti in a 
graph, the information processing capacity, IPCi, of 
that node can be defined as the overall quantity of 
information processed in a time unit, as in (1). IPCi 

λ=0 1

Iinput,i=20 Ii,output=15

Task Ti

Chiara Francalanci, Paolo Giacomazzi
International Journal of Computers 

http://www.iaras.org/iaras/journals/ijc

ISSN: 2367-8895 245 Volume 1, 2016



is measured as information per time unit, that is, as 
[I/T]. Similar to individual tasks, the information 
processing capacity of a cooperative process, 
indicated as IPC, is defined as the total quantity of 
information processed by the corresponding set of 
cooperating tasks in a time unit. 
The total amount of information processed by a set 
of cooperating tasks may not coincide with the total 
input from the external environment. Input 
information from the external environment may be 
used multiple times by tasks and, therefore, the total 
amount of information processed may be greater 
than the total input information of the cooperative 

process, defined as Iinput = ∑
=

=

ni

i
iextI

1
, . 

Furthermore, in a cooperative process with 
multiple tasks, the total amount of information 
processed may not coincide with the summation of 
the total information processed by each node, 
referred to as Summation of Information Processing 
Capacities (SIPC) and formally defined as: 

(3) SIPC = outputi

ni

i
iiinput II ,

1
,∑

=

=

λ .  

This is shown by means of the following example. 
Let us consider the sequence of two tasks reported 
in Fig. 2. The external information Iext,1 is used λ1I12 
times in order to produce I12, which, in its turn, is 
used λ2I2,ext times in order to produce I2,ext. As a 
consequence, Iext,1 is indirectly used λ1I12λ2I2,ext 
times in order to produce I2,ext and, thus, the total 
information processed by the sequence of tasks is 
Iext,1(λ1I12λ2I2,ext).  

Fig. 2. The information processing capacity of a 
sequence of tasks. 
 

The advantage from dividing the process into 
two subsequent tasks is that task processors, either 
humans or computers, will be able to accomplish 
simpler individual tasks (IPC1=100, IPC2=500), 
while a one-task process would require the direct 
processing of Iext,1(λ1I12λ2I2,ext) =1000 units of 
information per time unit.  

Let us define Xi as the total amount of information 
from the external environment used by node Ti. 
Since node Ti can process external information 

either directly, Iext,i, or indirectly through other 
nodes communicating with Ti in the process, Xi is 
formally defined as follows: 

(4) ∑
=

≠=

+=
nj

ijj
jijjiexti IXIX

,1
, λ , 

where n is the total number of nodes in the 
cooperative process. The term 

(5) ∑
=

≠=

nj

ijj
jijj IX

,1
λ   

represents the information indirectly entering from 
the external environment through flows from other 
nodes Tj sending information Iji to Ti.  

In a general case, Xi can be calculated from a set 
of n linear equations of which the Xi constitute the n 
unknown terms (Equation 4). The total quantity of 
information processed in a time unit by the set of 
cooperating tasks can be calculated with the 
following summation: 

(6) extii

ni

i
i IXIPC ,

1
λ∑

=

=

= . 

Note that tasks with a null Ii,ext give no 
contribution to the summation. However, they 
contribute to the production of process output 

∑
=

=

ni

i
extiI

1
,  indirectly and this indirect contribution is 

already accounted for by the terms Xi. In the 
example reported in Fig, X2λ2I2,ext=1000 would be 
the only term in the summation and would represent 
the total information from the external environment 
processed by the sequence of tasks, consistent with 
former intuitive analyses.  

The information customization factor λ (measured 
as [T/I]) of a cooperative process is defined as the 
average fraction of input processed per unit of 
output by the entire process. Therefore, the 
customization λ of a process can be expressed as: 

(7) 

∑∑

∑
=

=

=

=

=

=

×
= ni

i
exti

ni

i
iext

extii

ni

i
i

II

IX

1
,

1
,

,
1

λ
λ  

Since nodes are associated with an execution time, 
processes have a dynamic behavior. In general, a 
node’s Xi at time k depends on other nodes’ Xj at 
preceding time steps. This can be modeled as a 
discrete dynamic system, by assuming that the 
information processed by a node at step k depends 

λ1=0.2

I2,ext=20

λ2=0.5

Iext,1=10 I12=50

λ1=0.2

I2,ext=20

λ2=0.5

Iext,1=10 I12=50
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on the information processed by other nodes during 
the previous step, k-1.  
In order to discuss the dynamic behavior of a 
cooperative process, it is important to recall that 
input and output information can be a function of 
time and, therefore, they are formally represented by 
Iext,i(k) and Ii,ext(k), respectively, where k is a natural 
number representing the discrete time index. For 
example, if a node Ti receives at each time unit the 
same amount of external input information, equal to 
2 units, starting from the beginning of the process 
(that is, from time k = 0), then Iext,i(k) = 2 u1(k), 
where u1(k) is the unit step function in the discrete-
time domain. According to the definitions discussed 
in Section 3.2.1, the total information processed by 
task Ti at step k + 1 would evaluate to: 

(8) jij

nj

j
jiexti IkXkIkX λ)()1()1(

1
, ∑

=

=

++=+ . 

Accordingly, the information processing capacity 
of the process at step k would be: 

(9) )()()( ,
1

kIkXkIPC extii

ni

i
i λ∑

=

=

= . 

The terms Xi(k) describe the status of the process 
as a dynamic system, while IPC(k) represents the 
output in terms of information processing capacity, 
as a function of time. Xi(k) and IPC(k), describing 
the dynamic behavior of a process, can also be 
expressed in the classical matrix form. By defining 
|X(k)| as the nx1 column vector whose element in 
row i is Xi(k), ||A|| as the nxn square matrix whose 
element (i, j) is λiIij, and |B(k)| as the nx1 column 
vector whose element in row i is Iext,i(k), |X(k)| can 
be written as: 

(10) |X(k)| = ||A||T |X(k-1)| + |B(k)|, 
 

Where T is understood as the transposition operator. 
Moreover, by defining |H| as the 1xn row vector 
whose element in column j is λjIj,ext, IPC(k) can be 
calculated as: 

(11) IPC(k) = |H| |X(k)|. 
 

3.3 The ratio of IPC to SIPC as a Measure of 
Process Performance 
IPC represents the total quantity of information that 
a set of cooperating tasks can process in a time unit. 
The summation of their individual capacities, 

∑
=

=

=
ni

i
iIPCSIPC

1

, represents the actual processing 

work performed by tasks. In summary, ∑
=

=

ni

i
iIPC

1

 

represents the effort required to obtain IPC. The 

ratio of IPC to ∑
=

=

ni

i
iIPC

1

 represents a measure of the 

efficiency of a process at employing its processing 
resources to provide an overall capacity.  

If tasks are independent, that is they execute their 
processing activity in parallel, the outcome of their 
processing coincides with their effort, that is IPC  

can be demonstrated to coincide with ∑
=

=

ni

i
iIPC

1

. By 

definition, extii

ni

i
i IXIPC ,

1
λ∑

=

=

= , where, in parallel 

processes such as the one reported in Fig, the terms 
Xi evaluate to Iext,i and, as a consequence, IPC can 

be expressed as extii

ni

i
iext IIIPC ,

1
, λ∑

=

=

= , which 

represents the summation of the information 
processing capacities of individual nodes, SIPC.  

 
Fig.3. Sample parallel process and generic two-task 
sequential process. 

 

If tasks cooperate by exchanging information, 
the total quantity of information that they 
collectively process in a time unit can be greater 
than the summation of the quantities actually 
processed by each one of them, that is IPC can be 

greater than ∑
=

=

ni

i
iIPC

1

. As an example, let’s consider 

a two-task sequential process (Figure 3). The 
condition for process IPC to be greater than the 
summation of individual capacities is: 

extextextext IIIIIII ,22121211,,221211, λλλλ +> . 

By eliminating I12 on both sides, the former 
condition becomes: 

λ1Iext,1 I1,ext

λ1Iext,1 I1,ext

Iext,2 I2,ext

λ2Iext,2 I2,ext

λ2

...

Iext,n In,ext

λnIext,n In,ext

λn

λ1

Iext,1
I12

λ2

I2,ext
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)1( ,221,

,22
1 −
>

extext

ext

II
I

λ
λ

λ . 

In Section 2, it has been hypothesized that 
cooperation can deliver benefits by increasing the 
overall information processing capacity of 
processes. Parallel tasks do not cooperate with each 
other and do not share information; the sequential 
execution of tasks is necessary to exchange 
information. The model verifies that sequential tasks 
can achieve an overall IPC greater than parallel 
tasks, thus confirming the positive effect of 
coordination on capacity. 

3.4 Instability and information overflow 
In order to discuss the stability of the solution of the 
system defined in Equation 11, we switch to the Z 
transform domain. In the Z domain, all functions of 
discrete time k are represented as functions of the 
complex variable z, according to the transformation 

rule ∑
∞=

=

−=
k

k

kzkfzF
0

)()( : 

(12) |X(z)| = (||I|| - z-1||A|| T)-1|B(z)|, 

where ||I|| is the identity matrix. Moreover, IPC(z) 
can be written as: 

(13) IPC(z) = |H| |X(z)|. 

The poles of the process are the eigenvalues of the 
characteristic matrix associated to ||A||T. Thus, the 
poles of the process are defined by the following 
equation: 

(14) det(||I|| - z-1||A|| T) = 0. 

The steady-state solutions can be obtained by 
solving the following system of linear equations: 

(15)  (||I|| - ||A|| T) |X| = |B|. 

Technically, the system is stable if its poles are 
included inside the unit circle in the complex plane. 
When the system is unstable, the Xi do not converge 
and, consequently, IPC does not reach a steady-
state. The mathematical reason why the Xi terms 
diverge is that the influence of past inputs from the 
external environment does not decrease over time. 
As a consequence, the calculation of IPC at a given 
time step requires all previous inputs from the time 
when the set of cooperating tasks has started its 
processing activities and over time, past inputs have 
an increasing weight in the determination of IPC 
with respect to recent information.  

Note that when processes can be modeled as 
DAGs (directed acyclic graphs) that is, have no 
feedback information flows, the corresponding 
dynamic system can be demonstrated to be always 
stable. Let us consider a generic process with a 
single input Iext,i to one of its nodes. Xi(k) is a 
function of Iext,i according to the impulse response of 
the dynamic system h(k), that is: 

)()()(
0

, jIjkhkX
j

j
iexti ∑

∞=

=

×−= . 

If the process is a DAG, h(k) is both finite and 
bounded. Therefore, Xi(k) is also bounded, since it 
satisfies the following condition: 

.)()()()()(
0

,
0

, ∑∑
∞=

=

∞=

=

×−≤×−=
j

j
iext

j

j
iexti jIjkhjIjkhkX  

If Xi(k) is bounded, the system is stable. These 
considerations can be easily extended to the general 
case of multiple Iext,i , thus demonstrating that DAGs 
are stable. Feedback flows are therefore responsible 
for the possible creation of instability conditions, by 
conveying too much information back into the 
processing cycle. This is consistent with the 
conceptual definition of information overflow as the 
uncontrolled growth of an organization’s 
information base due to excessive information 
sharing provided in Section 2.5. 

4 Simulation Results 
Four cooperation patterns, from fully centralized to 
fully decentralized with different degrees of 
delegation have been analyzed. Figure 4 reports 
these patterns in the case of 7-node processes. 
Pattern (1) represents a fully centralized pattern 
where one node is responsible for final decisions 
and information exchanges with the external 
environment. Lower-level nodes do not 
communicate directly with each other and can 
exchange information only with the central node. 
Pattern (2) represents a first step of delegation, as 
the central node allows direct information 
exchanges among lower-level nodes, while retaining 
a general supervisory role and control over 
information exchanges with the external 
environment. When communication with the 
external environment is also delegated, pattern (3) is 
obtained. Pattern (4) has a fully decentralized 
structure, with no central node and no supervision 
over operating nodes.  
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Fig. 4. Alternative cooperation patterns with 7-node 
size. 

Cooperation patterns (1) to (4) correspond to actual 
alternatives in real organizations which have been 
extensively discussed in the organizational literature 
[24]. As a real instance of process alternatives (1) to 
(4), let us consider the case of the supply-chain 
management in a manufacturing company. The 
cooperative information framework will have to 
integrate and coordinate different applications and 
different organizational units or organizations.  

For example, if supply-chain management 

activities are organized according to pattern (1), 
customers have a single reference point inside the 
organization, which is also in charge of coordination 
among different responsibilities. Alternatively, 
different organizational units can coordinate 
autonomously through direct information 
exchanges, but communicate to a central node the 
information necessary to manage customer 
relationships, thus implementing pattern (2). With 
pattern (3), customers would interact with different 

units depending on the status of their order. Pattern 
(4) would delegate supervision to operating 
organizational units which would mutually control 
their behavior. In this case, customers may 
indirectly influence this mutual control by providing 
organizational units with information on other units’ 
behavior. 

Since research questions address process 
characteristics and do not make a distinction among 
tasks, model parameters are assigned the same value 
for all nodes. Similarly, Iinput,i is always attributed 
the same value as Ii,output. Given a value of size, 
different processes are assigned identical Iinput,i and 
λi and, as a consequence, they have identical SIPC. 
This implies that edges will have different weights 
in different patterns, but they are all attached the 
same weight within the same pattern. The hierarchy 
of tasks is built by calculating the number of per-
node branches in the hierarchy of nodes that 

maximizes the number of nodes at the operating 
(lowest) level. Simulations have been performed by 
means of an ad hoc tool developed in Java, as the 
use of general-purpose mathematical applications 
has proved time inefficient for large processes. 

As an example, Figures 5 to 8, report simulation 
results with varying Iinput,i and λi. The other 
parameter is assigned a constant value. In Figures 5 
to 8, n=22 in order for processes (1), (2) and (3) to 
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Figure 5 – Efficiency of pattern (1) as a function of λi and Iinput,i. Figure 6 – Efficiency of pattern (2) as a function of λi and Iinput,i.

Figure 7 – Efficiency of pattern (3) as a function of λi and Iinput,i. Figure 8 – Efficiency of pattern (4) as a function of λi and Iinput,i.
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have at least two hierarchical levels. These have 
been selected as representative values, although 
simulations have been performed with similar 
results for the entire range of values of λi from 0.02 
to 1, with Iinput,i ranging from 0.1 to 100 and with 
size ranging from 3 to 1000 nodes. 

 
5 Conclusions 
The first question, inquiring whether greater 
parallelism among tasks can enhance capacity, has 
been already provided a mathematical answer in 
Section 3.3. It has been shown how in a two-task 
process sharing information through a sequential 
coordination between tasks, as opposed to their 
parallel execution, can increase information 
processing capacity above the summation of 
individual capacities. However, this occurs only if 
customization exceeds a minimum value. 
Simulations confirm this requirement on 
customization. Figures 5 to 8 report the ratio of IPC 
to SIPC as a function of customization for varying 
quantities of the information exchanged among 
nodes. For low values of customization, the ratio of 
IPC to SIPC is smaller than one, that is, the 
sequential coordination among tasks does not 
provide benefits; as the customization factor grows, 
the ratio of IPC to SIPC increases above one. 
However, high levels of customization can cause 
instability.  

Different cooperation patterns show different 
levels of information processing capacity. Size tends 
to reduce the sensitivity of processes to 
customization. This would confirm the traditional 
process design principle recommending smaller size 
as a way to increase external delegation through 
outsourcing and improve performance [10], [12]. 
However, size reduces process efficiency less 
rapidly in more delegated patterns. Accompanying 
growth with a higher degree of hierarchical 
delegation can mitigate the negative effects of size 
and may even result into an overall increase of 
information processing capacity. This is consistent 
with the discussion in Section 2.4, where the 
downwards shift of decision making along 
hierarchical levels has been described as a form of 
delegation that could lead to more efficient and 
larger organizations. Delegation shows a general 
positive effect on capacity, but it also increases the 
risk of information overflow. This identifies a 
relationship between the choice of the cooperation 
pattern and the risk of information overflow.  

The quantity of information exchanged among 
nodes decreases process efficiency when 

customization is low, while it increases efficiency as 
customization grows (Figures 5 to 8). This indicates 
that task specialization has a positive effect on 
capacity only when customization is low. 
Simulation findings indicate that if customization is 
already high, specialization is not needed and has in 
fact a negative impact on capacity. In these cases, 
specialization involves costs with no corresponding 
benefits and the traditional process design principle 
recommending a lower degree of specialization 
seems to be more appropriate. Overall, simulation 
results indicate that a capacity-oriented perspective 
can deliver process design principles different from 
the traditional cost-oriented approach.  
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