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Abstract: Communication involves information exchange between a sender and receiver through
various means. Sign language is a form of nonverbal communication that relies on facial expressions
and hand movements. Sign language has long been used to help people with hearing impairments
communicate and participate in society - from the earliest human history records.This study presents a
mobile application designed to support Turkish Sign Language education and public awareness. It is an
application for those with hearing loss or who want to communicate with them. With a set of level-
based video lessons and an integrated image processing system, the application gives immediate
feedback to encourage accurate gesture execution and support effective learning. The project presents a
more accessible design by analyzing similar solutions, their shortcomings, and addressing gaps. Main
objectives are to spread Turkish Sign Language and increase social inclusion for the hearing impaired.
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1 Introduction all local resources in Turkey are dictionary-
based, which can make the learning seem
mechanical and hard to follow (Visne &

People with hearing and speech impairments rel
P y P P Y Yildirim, 2020).

on sign language, however its low use frequency
often creates additional challenges for people

with disabilities in their everyday lives. Just as The limited availability of software-supported

every nation has a spoken language, sign edugatiqn optiong n Turke‘y mgk;s the Mimica
languages also vary from country to country application described herein significant. It is a

(Oztiirk, 2024). Such culturally influenced structured process based on two types of
differences can cause communication barriers assessments starting with instructional videos

even between deaf people from different regions. from Mimica. The first type involves users
choosing from multiple-choice options what

signs are supposed to mean in a video. First, they
are asked to demonstrate the sign for a given
word.

A new international sign language has been
proposed, yet its use remains largely restricted to
multilingual settings like global conferences or

professional interpretation (Karaca, 2018).
These assessments use 15 randomly selected

questions from a dataset to reinforce learning.
The practical test component applies image
processing to dynamic hand and finger
movements recorded by the device's camera. The
system then evaluates whether the sign was

Although many digital tools are available
worldwide for hearing impaired people and those
who use them, many international platforms lack
Turkish language support. This renders them less
accessible to Turkish users. Additionally, almost
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performed correctly and gives feedback.
Technical details are provided in Section 2.1
"Dataset."

An improved design based on a review of similar
applications and their limitations has been
implemented. A major drawback of existing
platforms is the absence of feedback
mechanisms to enable users to check the sign
accuracy. This causes improper learning.
Mimica instead gives immediate, informative
feedback to the user.

Additionally, the application includes a
dictionary section. Image processing needs
camera access to track gestures and motion in
real time. Such technology organizes
inconsistent or complex movements via
classification algorithms (Calik, 2024).

As digital transformation continues to shape
educational landscapes, learning environments
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have to be adapted for online access (Taskiran,
2017). The World Health Organization's 2011
World Disability Report said that 31 of the 93
countries surveyed provided no official sign
language services and 30 had fewer than 20
interpreters (WHO, 2011). Up-to-date WHO
data show that hearing-impaired people
constitute about 5% of the population worldwide
and projections state that 1 in 10 people will have
hearing loss by 2050 (Oztiirk, 2024). According
to 2023 data from the Ministry of Family and
Social Services in Turkey, approximately 2% of
the population is hearing impaired.

These figures indicate the need for accessible
sign language education. Platforms like Mimica
are becoming more important for bridging
communication gaps as internet tools are
increasingly embedded into education.

1.1 Digital Support for Sign Language Education
Table 1. Degrees of Hearing Loss (Ugur, n.d.).

CHILDREN ADULTS
Very Mild (16-25 dBHL) 64-100 (21-35 dBHL) 84-140
Mild (26-40 dBHL) 104-160 (36-45 dBHL) 144-180
Moderate (41-55 dBHL) 164-220 (46-55 dBHL) 184-220

Moderate-Severe

(56-70 dBHL) 224-280

(56-70 dBHL) 224-280

Severe

(71-90 dBHL) 284-360

(71-90 dBHL) 284-360

Profound

(91 dBHL and above) 364

(91 dBHL and above)
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Table 1 illustrates how everyday activities such
as making phone calls, watching television or
socializing that are routine for most people can
be challenging for those with hearing loss. These
difficulties depend on the degree of hearing loss.

1.2 Related Works
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Studies addressing these challenges have
revealed that incorporating mobile technologies
into the learning process helps students with
hearing loss to improve their access to
information (Trezek & Wang, 2006).

Table 2. Literature Review

Authors Year Title Methodologi Findings Limitations
€S
Elliott et 2000 The NLP, Motion Avatars Lack of
al. developmen Capture, were used language
t of Virtual to support
language Avatar improve
processing accessibili
support for ty for the
the hearing
ViSiCAST impaired
project
Dibekliogl 2007 Sign Marker-based Enabled Issues with
uetal. language dataset, 2D to 3D real-time
motion 3D motion performance
tracking and conversion generation
generating from 2D
3D motion features
pieces using
2D features
Ozkul 2015 Tirk isaret Robotics and Real-time Lacked
dili i¢in Al simulation emotional
insansit Technologies using expression
robotlar humanoid
izerinde robots
viicutlandir
ma
calismalari
Demirciog 2016 Leap Leap Motion High Focused on
lu et al. Motion ile Sensor recognitio only 12
Tiirk Isaret n signs
Dili Tanima accuracy
achieved
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Yalcinkay
aetal.

Ebling et
al.

Bansal et

al.

More et

al.

Oztiirk et
al.

Papadimit
riou et al.
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2016

2018

2021

2021

2021

2022

Hareket
Gegmisi
Goriintiisi
Yontemi ile
Tiirkce
Isaret Dilini
Tanima

Smile Swiss
German
Sign
Language
dataset

CopyCat:
Using sign
language
recognition
to help deaf
children
acquire
language
skills

Sign
language
recognition
using image
processing

Recognition
of Sign
Language
Letters
Using
Image
Processing
and Deep
Learning
Methods

Greek Sign
Language
recognition
for the SL-
ReDu
learning
platform

MHI & KNN
Algorithm

Automated
SL-based
system

Sign
language
recognition,
Game Design

Region
filling, object
selection

Image
processing,
CNN

Signer-
independent
SL tech, low-
res camera
analysis
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Converted
signs
detected
via
camera
into text

Swiss-
German
sign
language
education

Education
al support
tailored
for
children

Dataset
with 50
variations
per sign

Achieved
87% true
positive
rate

High
accuracy
in
recognizin
g
fingerspell
ed
sequences

Decreased
performance
with
complex
gestures

Difficult-to-
use interface

Limited
accessibility

Sensitive to
lighting
conditions

13% false
negatives
due to data
limitations

Requires a
laptop,
struggles
with
continuous
fingerspellin

g
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According to Table 2, Mimica is unique in
having a user-friendly interface and content
developed for Turkish Sign Language learners.
Like many applications, Mimica lets users track
their own progress at three levels - beginner,
intermediate and advanced - and score
themselves on interactive testing. Also, through
gamified elements, Mimica makes learning fun
for all ages.

2. Methodology

The system architecture was defined using use
case, component, deployment and network
diagrams  generated during  application
development process. Both functional and non-
functional requirements were precisely defined.
A prototyping Ul mock-up was designed with
user experience in mind and refined based on
feedback.

This app was built with Kotlin in Android Studio
with the user interface coded and structured.
Training of artificial neural networks (ANN) in
Python environments started the integration of
gesture recognition systems. The trained model
was converted to TensorFlow Lite (TFLite)
format for native execution on mobile devices.
This setup allows capturing hand landmarks
from the device camera with the MediaPipe

\
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library and receiving real-time classification
feedback from the integrated TFLite model.

2.1 Dataset

Instructional content for the TSL alphabet is
currently presented as static images/photographs
of gestures for visual reference by users. Even
though this photo-based version teaches the
alphabet now, future updates will add video-
based content, in collaboration with certified
TSL instructors, for a more engaging and
effective learning experience.

There are 29 hand gestures representing the TSL
alphabet and essential vocabulary at beginner,
intermediate, and advanced levels. Each sign
was captured from different angles and poses for
model training to ensure the robustness of the
dataset; on average, 75 data points per sign were
collected. The instructional video content
comprises approximately 65 minutes of learning
material. The dataset includes examples from the
Turkish Sign Language alphabet, introduced at
the beginner level of the application, as shown in
Figure 1. These gestures are analyzed and
compared with user inputs via feature extraction
and feedback is given accordingly during
practice tests.

' /
-
.

Figure 1 Sample Images from the Turkish Sign Language Alphabet
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2.2 Image Processing Technology

At the end of each level - beginner, intermediate,
advanced — users are asked to make specific
signs during test sessions. These gestures are
detected via image processing and feedback is
given depending on accuracy.

Real-time hand tracking and a classification
model are at the core of the Mimica application
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recognition system using the Google MediaPipe
library. It uses MediaPipe to detect 21 key hand
landmarks on the hand -finger joints, fingertips,
and the wrist- instead of processing complex raw
images directly. This process converts raw
image data into a mathematical representation of
the hand skeleton. Such a methodology is
illustrated in Figure 2, where a hand posture is
detected in real time and mapped onto a skeleton
during the data collection phase.

Number of Hands: 1
Letter: C | Number of Data: 0

Figure 2. Real-time Landmark Detection using MediaPipe during Data Collection

Image processing workflow includes image
capture followed by object clarity enhancement
via filtering. This helps the system process hand

Segmentation

shapes and gestures faster. Figure 3 summarizes
the image processing pipeline in general (Solak
& Altmisik, 2018).

Representation and
Recognition

I 1

Reprocessing

Image
Acquisition

Information

Recognition Result

and
Prediction ‘

Problem
Space

Figure 3. Stages of Image Processing (Smith, 1997).
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2.3 Gesture Recognition Methodology

Each detected hand position returns 63 numeric
values (21 landmarks x 3 coordinates) along the
X, Y, and Z axes. Then these raw coordinates are
normalized. Normalization ensures that the
model is focused only on the geometric shape of
the sign and independent of individual hand size
or camera distance. This is achieved by:

1. Reference Point Translation: All landmark
coordinates are re-positioned relative to the wrist
point, which is the origin.

2. Scale Invariance: Those coordinates are then
proportionally scaled by some measure of hand
size.

After normalization the 63-value input vector is
fed into a trained Artificial Neural Network

Satun (Colummn)

1M

Satu (Row)

3 »
Satu (Row) )

200x200 piksel boyunda bir imge
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(ANN) classification model. The model training
taught the unique spatial configuration of the
finger structure and hand posture for each of the
29 TSL signs. The model then predicts the sign
to be performed based on geometric features
extracted from the user's hand.

Segmentation is the most challenging step
among the overall image processing pipeline
steps (Figure 3). It's mainly because visual data
is complex and irregular. The MediaPipe
landmark detection approach avoids traditional
segmentation problems by focusing analysis on
critical anatomical points instead of broad image
regions.

In digital images, pixels are analyzed as row-and
column matrix elements. Each matrix element
corresponds to a pixel in Figure 4 (Perihanoglu,
2015).

Sutun (Cohunn
SO 15§ & iI65

40

1

)

'

Imge/resim elemam

picture clement=pixel/ pel)

Figure 4. Pixel Representation in a Matrix Structure (Gonzalez & Woods, 1993).

2.4 Motion
Processing

Analysis  Through Image

Motion analysis involves four main phases in
image processing:

1. Detecting the presence of motion
2. Locating the moving object

3. Tracking the movement

ISSN: 2367-8895

4. Identifying and labelling the gesture
Segmentation techniques wused for motion
analysis include:

+  Background Subtraction Methods
+ Statistical Methods
«  Optical Flow Methods

(Peker, 2009)

Gesture-specific motion analysis can be used
also in sign language. Such tools include the
Microsoft Kinect sensor. Kinect has infrared
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sensors for 3D depth sensing and real time
motion tracking. The device was first used in
games and later on in communications and

Depth
image

parts

uu.v
b I‘l

Inferred body
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engineering. Figure 5 shows that it can detect
skeletal movements and audio input in real time
(Zhang, 2012).

¥

Tracked
skeleton

Hypothesized
joints

Figure 5. Skeletal Tracking with Kinect Sensor (Microsoft, 2012).

The Kinect is ideal for analyzing sign language
gestures in real time - useful for the deaf and hard
of hearing. A second is the Leap Motion
Controller which analyses finger joints and
movements finely enough to capture detailed
gestures (Elons et al., 2014).

3. Conclusion and Evaluation

In this work a sign language learning application
for hearing or speech impaired persons 1is
developed. The correct usage of gestures and
facial expressions in sign language is
emphasized, and it is concluded that image
processing technologies enhance educational
value.

The dataset includes video demonstrations of
Turkish Sign Language vocabulary and phrases
at beginner, intermediate and advanced levels by
a professional instructor. While currently
designed for mobile devices, the application is
also adaptable to desktop devices, which may
expand its reach and user base further.

Its technological design aside, the study
demonstrates the social value of inclusive
communication environments. The image
processing implemented in the system further
improves gesture recognition accuracy and
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provides real-time feedback to wusers for
continuous learning and self-correction. By
combining educational design principles with
artificial intelligence and computer vision,
Mimica provides a scalable and adaptive
learning solution.

Future improvements might include enlarging
the dataset to include more complex gestures,
facial expression detection for semantic
accuracy, and gamification to keep user
engagement. This is where Mimica offers a new
vision of inclusive education that supports digital
transformation of learning and makes people
with hearing impairments socially active
participants.
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