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  Abstract: - The objective of this paper is to explore the use of statistical techniques for testing the hypothesis of 
machine learning (ML) metrics. These include accuracy, precision, recall, and F1 score. Understanding the 
interrelationship among them, as well as the confusion matrix, specificity, and sensitivity. The research 
methodology involved developing a taxonomy of factors affecting machine learning testing, such as supervised 
vs. unsupervised medals, types of datasets, models vs. datasets testing, and validation vs. verification testing. 
Based on these classifications, the paper then presented several testing scenarios of H0 and H1 along with the 
statistics used in each scenario.  Future research will delve into the Python ML testing hypothesis.  In the long 
run, conduct a systematic review of the literature to find out current and future challenges facing the ML testing 
hypothesis. 
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1   Introduction 

 
Traditional statistical testing and inferences 
evolved over the past decades, leading to the 
development of robust theoretical foundation 
and detailed testing procedures. The factors that 
affected the different theories and procedures 
are: sampling related issues such as size, sample 
and population distribution [1] random sample 
selection and types [2], the four scales of data 
measurements from the strongest to the weakest, 
are nominal- ordinal-interval-ratio [3], and 
parametric and nonparametric statistics [4]. 
However, in machine learning (ML), the 
evolution took a different direction.  
       After the early application of Bayesian 
theory in ML, the 2000s witnessed the big shift 
to ML data driven approach and the development 
of procedures such as neural networks, support 
vector machines, and deep learning [5]. Testing 
procedures, on the other hand, did not follow 
these evolutions. Searching on Google revealed 
that the first article to appear was [6]. Naturally, 
many other papers appeared after that year.  

      As to sample size determination, the 
following two papers present algorithms for 
sample size determination for machine learning 
[7; 8]. On the other hand, traditional statistical 
sample size determination research evolved 
maturely over decades with a plethora of papers. 
    The basic premise in ML backbone is the use 
on binary data. In statistical testing, data is 
measured on different scales. This distinction 
dictates a different approaches for data analysis 
and testing [9]. 

 
  

2 Literature review 
 
This section covers current research in machine 
learning hypothesis testing. The authors in [10] 
combined machine learning techniques and 
statistical hypothesis testing to maintain optimal 
consumption and power production during the 
operation of photovoltaic (PV) systems. It used 
both simulated and real PV data while operating 
in a harsh environment. Underfitting and 
overfitting are critical in training data, so they 
can adequately measure the model's performance 
when using testing and validation data. A high 
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bias in the training data leads to underfitting, and 
a high variance results in overfitting. Many 
combined blogs and research papers 
demonstrated the difference between the two 
graphs using linear regression models. But such 
a relationship between two variables could be 
non-linear. Bias is evident if the data has many 
outliers, while variance is detected when the 
majority of observations lie mostly away from 
the estimated line fit but with a few lying on or 
close to the line. 
     As such, model fitting to the data must be 
corrected [11]. For comparison, the preceding 
authors compared two methodologies with two 
variants: without bagging and with bagging for 
decision tree and random forest models, and 
concluded that the bagging variant accomplished 
better accuracy. However, no testing hypothesis 
was performed; only accuracy was used for 
comparison.  
     Normally, the ensemble model will generate 
better accuracy, reducing the likelihood of 
overfitting [12]. But the question is: will the 
improvement be significant enough to warrant 
the conclusion that the ensemble method is 
better? For example, with a 95.1 accuracy vs. 
96.7, will it be significant enough? Testing any 
metric requires population and sample 
distributions. This paper suggests investigating 
testing accuracy metrics, and that is, if it is 
possible at all to do such a test. 
     This paper’s methodology is to follow the 
normal process of hypothesis testing with H0 
and H1 hypotheses based on distinguishing 
between supervised and unsupervised models 
and corresponding statistical methods for 
hypothesis testing. The approach employed two 
schemes: a taxonomy of factors affecting the 
ML testing hypothesis and listing use-case 
scenarios of different ML models alongside the 
H0 and H1 hypotheses, followed by applicable 
testing statistics.  
  
3 Foundations of ML hypothesis 

testing   
 

Before starting the discussions on hypothesis 
testing, the paper gives a background 
information on major machine metrics with an 
example. 

 
3.1   ML metrics background 

The four common metrics generally generated 
by ML programs are Accuracy, Precision, 
Recall, and F1 Score, where the F1 score is the 
harmonic mean of precision and recall and is a 
better measure than accuracy alone. The F1 
score is needed if there is imbalanced classes in 
the confusion matrix [13]. 
      For illustrative purposes, Table 1 shows a 
two-classification confusion matrix with an 
example as adapted from [14].  
 
Table 1. A two-class confusion matrix with an 

example 
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NPV 

=0.99 

 
Sensitivity=0.7

5 

Specificity= 

0.97 

 

    
 A total of 1000 people involved in the example. 
Computations of the ML metrics are as follows:  
Accuracy= (TP+TN) / (TP+FP+TN+FN) = 0.96 
Recall= TP / (TP+FN) = 0.75 
Precision= TP / (TP+FP) = 0.5  

In the above computations, if the conclusion is 
based on the Accuracy metric alone, then the model 
perfectly fits the data.  The data is imbalanced, 
therefore, we need the F1 score, as stated above, using 
the Recall and Precision metrics.   
F1= 2 / (1/Recall+1/Precision) = 0.6, which is the 
Harmonic mean of the two metrics, with the formulae 
Harmonic Mean, HM = n / [(1/x1) + (1/x2) + (1/x3) 
+…+ (1/xn)] 
      Further analysis of the problem at hand lead us do 
the following metrics [15].  
Sensitivity = TP/TP + FN = 0.75, for predicting the 
presence of a disease. 
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Specificity = TN/TN + FP = 0.97, for reducing the 
chance of false position. 
Then, the following two metrics can be computed.  
Positive predictive value (PPV) = TP/TP+FP = 0.5 
Negative predictive value (NPV) = TN/TN+FN = 
0.99 
  This gives an insight into the chance that a 
positive or negative result is actually correct. The 
values are also related to the number of disease cases 
within the study group. That number, in turn, depends 
on who is tested, how common the disease is, and 
what choices were made in performing the test.  

   In another related graphic representation is the 
ROC Curve and AUC. The Receiver Operating 
Characteristic (ROC) curve is a graphical 
representation of a model’s performance across 
different decision thresholds. It plots the true positive 
rate (recall) against the false positive rate (1 — 
specificity) at various threshold values. The Area 
Under the ROC Curve (AUC) quantifies the overall 
performance of the model. A higher AUC value 
indicates better discrimination power between the two 
classes. 

    In a medical diagnosis scenario, a higher AUC 
suggests that the model can effectively distinguish 
between patients with and without a particular 
condition. This approach is particularly useful for 
evaluating diagnostic tests where the balance between 
true positives and false positives can be adjusted by 
changing the threshold.  This latter point is very 
critical in determining the sampling distribution when 
changing the threshold.  It could help in selecting the 
appropriated model to an evolving sampling 
distribution. 

    Here is a good example of deciding on how to 
select a threshold.  A dataset is used to collect rating 
of movies using the five-point Likert scale. Such scale 
does not have a threshold to equally divide the dataset 
into 0s and 1s. This happened with the famous 
MovieLens dataset. They found the dataset is skewed 
to the lower ratings of 1 and 2, resulting in adding the 
3s to the 4 and 5 to balance the dataset [16]. In 
essence, such a solution distorted the original dataset. 

The main objective of this section is to delineate 
the relationships between and among the different 
computations and analysis involved on the core 
metrics.  However, this research highlights that all of 
these metrics and analysis does not lead to hypothesis 
testing when comparing two ML project with these 
results. 

 

3.2     Type I and type II errors  
 

The use of these metrics depends on the hypothesis 
tested: H0: The experiment does not predict the 
outcome correctly, and, H1: the experiment does 

predict the outcome correctly. For example, if testing 
is concerned with a contagious disease, and requires 
that participants be isolated and/or treated,  then, the 
Sensitivity and PPV become critical. 

These metrics require defining H0 and H1. 
According to [17], Type 1 error is a false-positive 
(FP) finding, while type 2 error is a false-negative 
(FN).  Table 2 displays the two types of errors, as 
adapted from [18]. 

Table 2. Type 1 and type 2 errors 
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Bayes theory (BT) is simply the relationship 

between precision and recall. BT for binary 
distribution is used to carry out hypothesis testing 
[19]. The author in [20] presents a detailed 
computation of a small sample in Bayes’ theorem 
with binary data.  

 

3.3     ML testing hypothesis 
 

Other aspects are relevant to ML testing.  For 
example, ML is based on binary data of 0s or 
1s.  However, some outputs of ML computation are 
numeric and can be subject to numerical testing 
hypotheses.  In another aspect, poor design of the ML 
project at the outset may lead to overfitting or 
underfitting. These two anomalies would 
subsequently require treatment by decreasing 
complexity or increasing model training, or, on the 
other hand, by increasing the complexity of the 
design, respectively. In some cases, the model design 
should increase in complexity, add more features to 
the design, and increase the number of epochs and/or 
duration of the training of the dataset [21] ; [22].  

The design of testing may employ techniques like 
the k-fold cross-validation testing approach to get a 
more robust estimate of the model's performance. 
Data splitting between training and testing/validation 
is another peculiar aspect of ML, with a recommended 
ratio of 80/20% [23]. In some cases, a third set (a 
separate validation set) might be used for 
hyperparameter tuning, and finally, model design 
should increase in complexity, add more features to 

Ghazi Alkhatib
International Journal of Computers 

http://www.iaras.org/iaras/journals/ijc

ISSN: 2367-8895 3 Volume 9, 2024



the design, increase the number of epochs, and/or the 
duration of the training of the dataset [21]. 

  Employing techniques like k-fold cross-
validation may result in a more robust estimate of the 
model's performance. This involves dividing the 
dataset into k subsets, training the model on k-1 folds, 
and testing on the remaining fold. This process is 
repeated k times, rotating the test fold each time [21]. 

A machine learning algorithm is said to have 
underfitting when a model is too simple to capture 
data complexities.  Model design should increase in 
complexity, add more features to the design, and 
increase the number of epochs, and/or duration of the 
training of the dataset [21]; [24].  

The following section presents the taxonomies 
used to classify the different factors related to the 
theory and practice of machine learning. Following 
this elucidation, the paper delineates the different use-
case scenarios.  

 

4.  Research methodology 

 
This paper uses the taxonomy research methodology 
with the intuitive approach as discussed in [25]. Their 
survey found that one third of the papers were in 
information systems (IS) and followed the intuitive 
approach for taxonomy development. The authors 
defined the intuitive approach as “…essentially ad 
hoc. The researcher uses his or her understanding of 
the objects to be classified to propose a taxonomy 
based on the researcher’s perceptions of what makes 
sense. There is no explicit method in this approach. 

 
Fig.  1 Displays the macro view of the taxonomy. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
Fig. 2 shows the detailed taxonomy related to the 
overall factors. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 

 
     The detailed taxonomy of the overall factors is the 
conceptual link between the types of models and the 
use case scenarios. 

  

5. The taxonomies of model types 

The following classification taxonomies delineate 
ML model types as the first level of the macro 
taxonomy. 

5.1  Supervised models 
 

Supervised learning involves using a labeled 
dataset to train an algorithm to associate specific input 
properties with appropriate output labels.  

Supervised learning models are extensively used 
in several fields and have a broad spectrum of 
applications. Factors such as data characteristics, the 
subject area of the machine learning study, and the 
expected outcome specified in the null hypothesis all 
impact the choice of model.   

Assessing a supervised learning model requires 
measuring its performance on a distinct dataset 
(testing set) that was not part of the training process. 

Model types 

Supervised 
 

Unsupervi
sed 

Overall factors taxonomy 

Use cases of ML hypothesis testing  

Supervised Unsupervis

ed 

Fig. 1. A macro view of the taxonomy 

Overall factors taxonomy 

Dataset (DS)  Testing related Timing of test 
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multipl
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One DS vs. 

multipl

e 

models 
Model vs. 

Models 

One of two tail 

test 

Testing 

within 

or 
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Risk factor 

S 
Verification 

Validation 

Fig. 2. Detailed taxonomy of overall factors 
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Standard evaluation measures vary according on the 
job and encompass accuracy, precision, recall, F1 
score for classification, and metrics like mean squared 
error (MSE) for regression. 

Common supervised learning algorithms are linear 
regression, logistic regression, decision trees, support 
vector machines, k-nearest neighbors, neural 
networks, random forests, and gradient boosting. The 
algorithm selection is contingent upon the data's 
qualities and the particular task at hand, as indicated 
by the null hypothesis.  

Caution is warranted when dealing with linear 
regression.  When the sample size exceeds 30, it is 
presumed that the sample size and population 
distribution are normal. As per the central limit 
theorem, estimated values near the mean of 
observations will be closer to the estimated line, 
whereas values further away will gradually spread out 
in both lower and higher directions.  

Figure 3 represents the optimal illustration found 
after a thorough search study for this phenomenon, 
showcasing a balanceFigure 3 represents the optimal 
illustration discovered throughout the study for this 
phenomena, showcasing a harmonious equilibrium 
between bias and variation. The estimated values of 
lower and higher span spread out as estimations move 
away from the center of the observations due to the 
central limit theorem and the normal sampling 
distribution. 

 
 
Statistics estimates distinguishes between 

interpolation and extrapolation. Interpolations are 
approximations of new data points derived from the 
existing values within a dataset's range or time frame.  
Extrapolation involves estimating values for fresh 
observations that are beyond the range of the current 
values analyzed. Hence, interpolation-based 
estimation is superior to extrapolation-based 
estimation.  

Another concern pertains to the usage of a new 
dataset in contrast to the prior one utilized in the 
analysis. A dataset with a higher distribution based on 
sample mean, represented by the oval-like shape in 

Fig. 3, may cause the chart to tilt upward and 
inaccurately depict the actual data, falling within the 
extrapolation estimation.  If the machine learning 
project involves forecasting marketing at a higher 
level than the original dataset, the forecast will be 
warped, making comparisons with past estimates 
invalid.  This could be a challenge when comparing a 
single model to various datasets in the verification 
stage. 

 The dispersion of data points around the 
regression line might impact bias, variance, 
underfitting, overfitting, and the various datasets 
utilized in validation processes.  Additionally, it is 
crucial to validate the machine learning project by 
utilizing ensemble models with unseen data. 
Furthermore, the curve in Fig. 3 illustrates a trade-off 
between bias and variance. 

 
 

5.2   Unsupervised models 
 
 

Unsupervised learning models do not rely on 
predetermined labels and aim to identify patterns or 
relationships within the data.  Unsupervised learning 
models are crucial in exploratory data analysis for 
uncovering concealed patterns, reducing 
dimensionality, and extracting insights from datasets 
lacking labels. The specifics of the data and the 
objectives of the research dictate the most suitable 
model (H0).  

An unsupervised learning model is created by 
training a machine learning model using unlabeled 
data. This concept use an algorithm to identify 
patterns and underlying structure in input data without 
relying on explicit output labels for guidance. The 
method needs to train without a predefined target 
variable or specific desired outcome, unlike 
supervised learning. The unsupervised model 
autonomously seeks correlations, groupings, or 
representations within the data.          

  Unsupervised learning algorithms such as k-
means clustering, hierarchical clustering, Gaussian 
Mixture Models (GMM), DBSCAN, Principal 
Component Analysis (PCA), and t-SNE are 
commonly used.  Unsupervised learning is beneficial 
for analyzing data structure, detecting groups or 
clusters, and handling extensive datasets where 
human labeling is not feasible.  External specialists 
must do post-analysis validation. 

6    Overall factors taxonomy 
discussions  

6.1 Dataset related factors 

Types of datasets. Type of data maybe numerical, 
categorical, videos, images, text, or it could be a mix 
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of text with videos and images as metadata.  The data 
sets may need filtering to remove some noise. Such 
noise in normally created by bad quality images or 
videos, unclear text and website pages and fonts on 
background colors,  
Type of testing. The type of measurement utilized in 
machine learning projects impacts the testing 
procedure.  Numerical data can be analyzed using 
parametric tests if the sample size is at least 30 and 
the central limit theorem is taken into account. When 
dealing with categorical data, nonparametric tests can 
be utilized even with a small dataset size. 
 Dataset's distribution sample.  The sample 
selection process in supervised models is determined 
at the beginning, similar to selecting sample data from 
the population.  This may involve a random sample 
selection process based on chosen labels or 
categories.  Conversely, when testing the null 
hypothesis, it may be necessary to use stratified or 
clustered sampling. This pertains to the comparison 
between model selection using a single dataset versus 
employing many models to choose the most suitable 
model for estimating machine learning measures.  
 Unsupervised models do not utilize labels, 
therefore, it is advisable to employ random selection 
methods.  In statistical testing, sample selection may 
involve convenient sampling, which is picking 
students from specific classes. In machine learning 
testing diagnostics, the sample distribution can be 
referred to as a priori, but it may also be characterized 
as a posterior distribution that arises from testing 
samples from mice or people.  Choosing the threshold 
for converting numerical measurements into binary 
may lead to sampling distributions with significant 
bias, high variance, or a balance between the two.  
Data purification or filtering may be necessary in this 
instance, even when using visual plots to show the 
link between the two classifications or labels.  
 Using several labels and doing multiple 
correlation analysis on the dataset can help identify 
any bias or variance.  These dataset checks are 
conducted as part of the verification process.  The 
blog has a table that connects specific machine 
learning models with dataset size and its 
characteristics [26]. 
 
 
6.2   Testing related taxonomy    

        

Single model against numerous datasets. This 
entails evaluating a single model using various data 
sets. This method involves utilizing training data, 
testing data, unseen data, and cross-validation data. 
This test will verify that the model is suitable for 
various datasets. This factor could be applied to 
various datasets representing different marketing 

tactics or training sub-datasets. Multiple datasets can 
be organized into either batches or epochs [27]. This 
is carried out as part of the verification process. 
Single dataset against several models. If the sample 
distribution is not assumed to be normal and is 
calculated as a posterior, it may have various 
properties such as clustered, stratified, linear, or other 
non-linear representations. This technique aims to 
determine which model provides the most accurate 
estimation for a specific dataset. 
 Model(s) versus model(s). This entails evaluating 
ensemble models against each other and against 
individual models. The comparison of ensemble and 
ensemble models using the same dataset is crucial. 
Comparing ensemble models to single models 
typically demonstrates an improvement in results. 
Testing might be conducted on both approaches to 
determine if the improvement justifies utilizing the 
ensemble model. Another method employed in 
certain studies involves utilizing a combination of two 
models in succession. Similar to ensemble models, 
this typically results in enhancements in fundamental 
machine learning measures, although it is not as 
common as in ensemble models. Another form of 
research involves utilizing hybrid models that 
combine two different models in sequence, 
sometimes leading to enhancements in machine 
learning statistics. An accuracy comparison can be 
made among the hybrid model paradigm, ensemble 
model, and individual model. 
Intra-organizational testing. When a business is 
testing a new product, marketing estimation, or 
investment alternatives, it is crucial to maintain 
consistency in dataset and model selection to validate 
the results for comparison testing. The same rule 
applies when testing is conducted for an extended 
duration. 
Inter-organizational testing. The case of COVID-19 
exemplifies this testing approach. Organizations must 
be cautious when choosing datasets and models to 
provide accurate validation and enable effective 
testing and comparisons between organizations. 
One-tail or two-tail testing. A two-tailed test is 
typically used to identify both the lower and higher 
values of the data. For F statistics in ANOVA, a one-
tail test is utilized due to the skewed distribution of 
the F statistic towards the lower end. 
 

6.3  Timing of testing 
 
Risk factor. Three levels define risk: high, medium, 
and low.  Medical informatics, organizational-based 
ML projects (i.e. investment, fraud detection, and 
marketing decisions), web page design strategies are 
examples of the three risks, respectively. 
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During model/dataset verification. Following the 
hypothesis setting and data collection and splitting, 
data calibration and model selection starts.  Projects 
with higher risk require more diligent work mapping 
dataset with an appropriate model.  With several 
testing hypothesis, this should take care of dealing 
with overfitting and underfitting.  Another activity 
related to this process is changing the threshold to 
discover how that may affect the sampling 
distribution.  A significant change, like changing the 
sample to clustered or stratified sample, may dictate a 
different model selection to improve ML project’s 
performance. 
During model validation. Once a project manager is 
assured that the verification phase is adequately and 
comprehensively processed, validation activities start.  
A this stage, ML project will present the finding of the 
testing and validating the final dataset and the selected 
model.  

An emphasis here is necessary for unsupervised 
model use and that it will require validation with 
expert opinion unknown to the ML project. 

  

7  Sample machine learning testing 
from available research 

 

ANOVA test is carried using an online calculator 
[28]. The test was conducted using α= 0.10 and the 
results of the tests are shown below.  

The first example is on comparing 6 feature 
extracting methods using accuracy rate for training 
and testing data.    The printout below indicate that all 
methods has comparable feature extraction accuracy 
ratios. 

 The f-ratio value is 0.63045. The p-value is 
.445624. The result is not significant at p < .10. 

The second example involves comparing the 
MAE, and the MAE for three objects selected from a 
dataset available on Amazon.  The results for both 
were the same as above, indicating the results among 
the three categories are comparable.  

    The third example compares three prior models 
with the model followed by the research.  The test was 
not significant among the four models, even though 
the suggested model by the research have results 
showing improvements over all three models.  
However, when the author computed the average of 
the three previous models and run the test at the same 
α level, the test showed that the result is significant 
and that the alternative hypothesis is accepted, 
indicating that there is a statistically significant 
improvement of the new model. 

These examples show how close the metrics in ML 
normally are.  Perhaps using a higher α value may 

result different conclusions.  Normally, research 
shows minor improvement the new model or 
experience little variation among metrics.  The reader 
to decide which methodology to use, and how it will 
impact the application in question. 

  

8   ML hypothesis testing scenarios 

 

8.1 Supervised models   

The following lists a number of scenarios where 
hypothesis testing is frequently used in the context of 
machine learning supervised models, along with the 
corresponding test statistics and verified with sample 
references for the unpopular models: 

Model Comparison: 

Null Hypothesis (H0): There is no significant 
difference in the performance of two or more models. 
Alternative Hypothesis (H1): There is a significant 
difference in the performance of two or more models. 
Application: t-Test for comparing two models or 
ANOVA for comparing multiple models. 

Feature Importance Testing: 

Null Hypothesis (H0): The importance of a specific 
feature is not significantly different from zero. 
Alternative Hypothesis (H1): The importance of a 
specific feature is significantly different from zero. 
Application: t-Test for comparing the importance of 
individual features calculated using a variety of 
techniques, such as decision trees, random forests, 
linear models, and neural networks [27].  

A/B Testing for Model Variants: 

Null Hypothesis (H0): There is no significant 
difference in the performance of two model variants 
(e.g., before and after hyperparameter tuning) (AWS, 
January 2024). 
Alternative Hypothesis (H1): There is a significant 
difference in the performance of two model variants. 
Application: t-Test for comparing the performance of 
two model variants, or webpage user interface design 
elements.  
The two models could be generated by support vector 
machines.  When utilizing Support Vector Machines 
(SVMs), hypothesis testing usually entails 
determining the model's performance significance, 
contrasting models, or analyzing the effects of 
different hyperparameters.  

Bias Testing:  

Null Hypothesis (H0): The model's predictions are not 
biased towards specific groups or classes. 
Alternative Hypothesis (H1): The model's predictions 
are biased towards specific groups or classes. 
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Application: Apply statistical tests to assess whether 
there is a statistically significant difference in 
prediction accuracy or error rates across different 
demographic or categorical groups. Chi-Square Test 
for independence or Fisher's Exact Test for 2x2 
contingency tables.  Chi-Square test has two 
limitations: it cannot be computed if one cell has a 
zero, and a cell must have at least 5 observations for 
the test to be valid.  For a two-classification confusion 
matrix, ML metrics should be adequate to test the 
different hypotheses.  However, with multiple criteria 
confusion matrix of more than 3x3, Chi-Square test 
can be used to support the results of the ML metrics.   
Fisher's exact test must be used when more than 20% 
of cells have expected frequencies less than 5, as 
applying the approximation method is insufficient in 
such cases [29, 30]. 

Model Calibration Testing: 

Null Hypothesis (H0): The model's predicted 
probabilities are well-calibrated. 
Alternative Hypothesis (H1): The model's predicted 
probabilities are not well-calibrated. 

Application: Visual inspection of calibration 
curves or metrics like Brier Score. An assessment 
metric called the Brier score is used to determine how 
good a predicted probability score is. This is 
comparable to the mean squared error; however, it is 
exclusive to prediction probability scores, which have 
values between zero and one [31].  

Overfitting/underfitting Testing: 

Null Hypothesis (H0): The model does not 
overfit/underfit the training data. 
Alternative Hypothesis (H1): The model 
overfit/underfit the training data. 
Application: Compare performance metrics between 
training and validation/test datasets using paired t-
Test or Wilcoxon Signed-Rank Test.  The paired 
samples t-test and the Wilcoxon test both use the same 
procedure to determine the test statistic and p value. 
The Wilcoxon test performs the analysis using ranks 
assigned to the data rather than the raw data values 
themselves [32]. 

 
Generalization Testing: 

Null Hypothesis (H0): The model does not generalize 
well to unseen data. 
Alternative Hypothesis (H1): The model generalizes 
well to unseen data. 
Application: Permutation Test or Bootstrap 
Resampling to compare model performance on the 
original test set vs. shuffled or resampled test sets.  
While bootstrap is a large-sample technique, 
permutation tests can be applied to small samples, 
though a restricted selection of significance levels can 
occasionally be an issue with very small samples; if 

used with small samples, the results may not be very 
useful in many cases [33]. It may be used in the 
verification activities of the selected model. 

 
 

8.2  Unsupervised models.   

The following list of scenarios, along with the 
corresponding test statistics, illustrates how 
hypothesis testing is frequently used in the context of 
unsupervised learning: 

Clustering Quality Testing: 

Null Hypothesis (H0): There is no structure or 
meaningful clustering in the data. 
Alternative Hypothesis (H1): There is a structure or 
meaningful clustering in the data. 
Application: Use internal validation indices (e.g., 
silhouette score, Davies-Bouldin index) or statistical 
tests to assess the quality of clusters generated by 
algorithms like k-means or hierarchical clustering.  

Whereas the Davies-Bouldin index computation 
has a linear time complexity in relation to the number 
of clustered vectors, the Silhouette index 
computation, on the other hand, has a quadratic time 
complexity in relation to the number of vectors 
involved in the clustering [34].  

Association Rule Significance: 

Null Hypothesis (H0): There is no significant 
association between different features or items in the 
dataset. 
Alternative Hypothesis (H1): There is a significant 
association between different features or items in the 
dataset. 
Application: Use statistical tests (e.g., chi-square test) 
to assess the significance of associations discovered 
by association rule mining algorithms [35]. 

Graph Analysis Hypothesis Testing: 

Null Hypothesis (H0): There is no significant 
structure or pattern in the graph. 
Alternative Hypothesis (H1): There is a significant 
structure or pattern in the graph. 
Application: Apply statistical tests to assess the 
significance of graph properties, such as clustering 
coefficients or centrality measures [36]. 

Embedding Space Evaluation: 

Null Hypothesis (H0): There is no significant 
structure or separation in the embedding space. 
Alternative Hypothesis (H1): There is a significant 
structure or separation in the embedding space. 
Application: Apply statistical tests to assess the 
significance of distances or relationships between 
points in the embedded space generated by techniques 
like t-SNE or UMAP [37]. 

Ghazi Alkhatib
International Journal of Computers 

http://www.iaras.org/iaras/journals/ijc

ISSN: 2367-8895 8 Volume 9, 2024



Dimensionality Reduction Assessment: 

Hypotheses: Null Hypothesis (H0): The reduced 
representation does not capture significant 
information. 
Alternative Hypothesis (H1): The reduced 
representation captures significant information. 
Application: Apply dimensionality reduction (e.g., 
PCA) to obtain a lower-dimensional representation. 
Assess the distribution of data in the reduced space 
using Kolmogorov-Smirnov test. This applies when 
reducing or increasing a number of classifications to 
deal with over- or under- fitting [37]. 

Anomaly Detection Assessment: 

Null Hypothesis (H0): Anomalies are not 
significantly different from normal instances. 
Alternative Hypothesis (H1): Anomalies are 
significantly different from normal instances. 
Application: Evaluate whether the identified 
anomalies are statistically significant. Use a statistical 
test to compare the distributions of features between 
normal and anomalous instances, such as a T-test, or 
Mann-Whitney U test [38]; [39]. An example of an 
anomalous case is Outliers. 

 

9   Conclusions 

 

The paper provided a detailed explanation of 
exploring machine learning hypothesis testing 
through taxonomies related to factors like supervised 
versus unsupervised model selection, testing 
statistics, data types, testing during verification and 
validation activities, and models versus datasets 
testing. The paper outlined hypothesis testing 
scenarios with H0 and H1 and suggested testing for 
both supervised and unsupervised models.  

 ML hypothesis testing is still developing 
compared to the well-established practice in 
traditional statistical theory that has been around for 
decades. This development began with the release of 
the SMV model in 2000.  This research utilizes 
statistical testing methods like regression, correlation, 
and chi-square, in addition to Bayesian theory. Some 
of these are mostly relevant to unsupervised models. 
Another instance where statistical testing is used is 
when we compare fundamental machine learning 
measures such as accuracy and F1 score 
across different domains and projects. No machine 
learning testing methods based on sample and 
population distributions for accuracy or F1 scores 
exist.  Future research will investigate the potential 
application of histogram approximation of the 
harmonic mean for testing F1 measures. The author 
aims to inspire and provide guidance to scholars 

interested in undertaking machine learning-based 
hypothesis testing initiatives.  
      The study focuses solely on the fundamental 
structure of machine learning metrics and does not 
encompass projects related to websites with extensive 
datasets or in-depth research on genome-wide 
association studies (GWAS) or specialized cases like 
semi-supervised data. Future study will focus on 
testing hypotheses using Python.  Furthermore, 
perform a future literature review to identify the 
obstacles and opportunities in Machine Learning 
hypothesis testing as they develop.  
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