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Abstract: - This paper describes an entropy equation that can be used for measuring energy. It originated from 
measuring economy in AI models, where the assumption would be that any organic system makes use of 
energy efficiency to form its structures. Looking at clustering and cohesion resulted in the equation E = (mean 
* variance). It was apparent however, that it was a very generic type of equation and it could be adjusted so that 
distance represents mean. This new version was applied to the domain of physics and the universe, when the 
equation can support the idea that work is done through the energy released by the ‘change’ in entropy. A 
comparison with Einstein’s relativity equation is made and also the audacious suggestion that a black hole has 
only potential energy inside, which converts to kinetic energy after a Big Bang, for example. From that 
suggestion, a universal theory about state change can be made. 
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1 Introduction 
This paper combines an earlier paper ‘An Entropy 
Equation for Energy’ [6] with ideas presented in 
blogs, due to an apparent increase of interest in this 
topic. Recent research into studying the cosmos has 
suggested that relativity and the quantum theories 
might not be completely correct and may need to be 
adjusted. This often relates to the missing dark 
matter and why the universe moves in the way it 
does. How do the celestial bodies move together and 
what is the gravity component that binds or pulls 
them apart? Black Holes emit matter, even though 
nothing should escape. The theory originated from 
looking at self-organising systems [7], but due to its 
simplicity, it evolved into a more general theory. 
The original measure was one of cohesion across 
patterns [8], but the result looked to be entropic [3] 
– a global measure rather than a local one. In fact, 
using the equation by itself simply to cluster 
information did not produce the best results. The 
clustering algorithm required a much more detailed 
algorithmic procedure, for example. A second look 
at the equation suggests that it is more akin to an 
energy comparison than an information one. It is a 
coincidence, but interesting, that the form of the 
equation bears a strong resemblance to Einstein’s 
famous relativity equation [2]. After further research 
and cross-referencing with two personal blogs [5], it 
became clear that the personal theories - about very 
large and small physics structures - had some 
themes in common. That common theme is the topic 
of this paper. As part of the discussion, comments 

about the universe, relativity, electromagnetism and 
black holes are made. 
 The rest of this paper is organised as follows: 
section 2 introduces some related work. Section 3 
describes the origin of the equation and how it 
relates to Artificial Intelligence. Section 4 then 
extends the discussion to the domain of Physics and 
black holes, in particular. Section 5 then proposes a 
universal theory about state change. Finally, section 
6 gives some conclusions on the work 

 

 

2 Related Work 
This mostly relates to Physics, where the topics 
include entropy [4], gravity [3], black holes [9] and 
even the general theory of relativity [2]. More recent 
work from the established scientists [11], suggests a 
relation between energy variation and mass creation, 
where gravity can also vary due to entropic forces. 
That research describes the universe using the 
classical Newtonian model, rather than at the 
Quantum level, which can be left for the smaller 
atomic bodies. Entropic Gravity [12] is another 
theory that might be relevant. Similar ideas however 
can be applied to Machine Learning and AI [1], with 
regards to self-organising systems or information 
entropy. The relation between these algorithms and 
the human brain are considered in [7][8] and the 
author’s work is related much more to AI than to the 
topic of Physics.. 
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3 Self-Organising System 
This section gives some background to where the 
equation came from. Machine Learning [1] can be 
broadly categorised into supervised and 
unsupervised learning. With unsupervised learning, 
the system decides on the clustering details for 
itself, where there are many algorithms that can do 
this. One option here is to take a global or entropic 
view of the data. Is there a global measure that 
changes consistently when the clusters change? This 
is known as entropy and was included as part of a 
new self-organising algorithm [7], where it was used 
as a measure of cohesion [8]. A pattern could be 
split if the cohesive total for the sub-parts was better 
than for the pattern itself. The cohesion equation is 
described below: 
 

Var  =  (1.0 - (s.d. / L))  Eq. 1. 
 
CFp  =  (L / G)  orR   Eq. 2. 
 
Cohp  =  (Var * CFp)  Eq. 3. 
 
Where: 
Var = variance s.d. that uses the average L. 
CFp = count difference to scale the variance by. 
Cohp = cohesive value for the whole pattern.  
L = mean local count. 
G = mean global count. 
R = mean reinforcement weight value. 

 
The equation was derived by considering 

reinforcement counts, for when nodes occur as part 
of a cluster, but it is not the best method for creating 
the cluster model. It may be the case that it works 
better when pattern structures are already 
determined and the decision is about consistency 
over those structures. Ignoring the specifics about 
the different types of count, the essential properties 
are given in Eq. 3, where the ‘mean’ relationship 
with the ‘variance’ is the key measure. 
 
 
4 Entropy 
Cohesion is a measure of consistency and so it 
would be possible to replace cohesion with the more 
general measure of entropy ([3], for example). The 
reinforcement counts would then also be generalised 
to some averaged value and so the entropy equation 
becomes: 
 

Entropy = (mean * variance)  Eq. 4. 

 
Where mean and variance are the standard 

statistical measurements. What they measure is not 
defined, but distance is likely to be key. This leads 
to the idea of ‘mean distance’ and ‘variance,’ rather 
than mean count. The equation therefore states that: 
for there to be entropy requires a distance between 
the entities and some measure of difference. It also 
states that as the distance or the variance tend to 
zero, then so does the entropy, or it achieves 
maximum order. Entropy is a measure of disorder in 
a system, where it is zero when there is complete 
order. The second law of thermodynamics however 
states that a system tends to disorder, or maximum 
entropy and as a result of this, energy is released. 
The third law of thermodynamics was however 
proved in [10] to be unattainable, meaning that zero 
entropy is not attainable by temperature reduction 
alone. 
 
4.1 Entropy in Physics 
It is a coincidence, but also true that Eq.4 bears a 
striking resemblance to Einstein’s famous equation 
for relativity: E = mc2. Entropy has also been used 
to measure the physical properties of the Universe, 
especially about how it might have been created or 
die. The author would like to give a lightweight 
opinion about a new model that has some attractive 
properties. Its economy of energy would be difficult 
to argue with, for example. State change is not new. 
Newton, for example, realised that forces were only 
in existance when objects were moving, and moving 
relative to each other, so this is a clear indication of 
variance. He also proposed that gravity was a force. 
It is still not known exactly what gravity is, but 
theories include details about waves or particles, 
forces and electromagnetic waves. Entropic gravity 
[12] is a recent development that suggests an 
emerging, not constant, type of gravity, when the 
relative position of the two entites is important. If 
that is the case, then a distance that maybe extends 
to the centre of the bodies involved, would correlate 
quite well with relative masses. In Einstein’s 
equation, distance can somehow replace the idea of 
mass and variance can replace speed. Speed is the 
speed of light, which is a constant that does not die 
in a vacuum. It is also a very large number 
generated from the interation of the electric and the 
magnetic waves. As these electromagnetic waves 
change, they support each other and the correlation 
here is a continuing variance instead. If the electric 
particles cannot move, for example, then there is no 
magnetic field and the EM wave cannot sustain 
itself. Therefore, energy requires continuing 
variation to sustain itself. A recent paper [11] has 

Kieran Greer
International Journal of Applied Physics 

http://www.iaras.org/iaras/journals/ijap

ISSN: 2367-9034 2 Volume 9, 2024



surprisingly hit on some similar ideas about entropy 
and variance. Their new theory is able to explain the 
expansion of the universe and galactic rotation 
curves without the need for dark matter or dark 
energy. One quote is as follows: 
 

‘Here, we immediately see, that when ‹(∇φ)2› 
>> ‹∇φ›2, we will see on average, a deviation 
from the Newtonian limit of general relativity. 
Indeed from Eq. (21), we see that the extra 
variance acts like a positive mass term. We call 
the regime when ‹(∇φ)2› >> ‹∇φ›2, the 
diffusion regime, since when the acceleration 
|∇φ| is small in comparison to its standard 
deviation, we will see a deviation from the 
Newtonian law of gravity. In Appendix D, we 
define an entropic force to be just such a 
deviation from the deterministic equations.’ 

 
A change in variance therefore acts like new mass 
and results in an entropic force. It also has a greater 
effect on a slower body that can result in a deviation 
in the Newtonian law of gravity. The Appendix D 
describes how Brownian motion is reduced when a 
gas is squeezed, which is like a reduction in 
potential state change. The paper [10] also deals 
with the ideas of thermodynamics and entropy. 
 
4.1 Black Holes 
The new theory is mostly about Black Holes [9]. 
They are known to be massively dense, but exactly 
what is going on inside is a bit of a mystery, because 
it cannot be measured properly. Black holes have 
maximum entropy and trap any matter or energy 
inside. Light, for example, cannot escape after it has 
passed the event horizon. This is because it is 
thought that the force of gravity inside a black hole 
is so great that something must travel faster than the 
speed of light to escape. Recent research however, 
has found anomalies in the standard models, leading 
to new theories about how the universe works. 
Therefore, as part of a new theory, what if there are 
simply no forces acting inside of the black hole, or 
the energy is all potential? If there is no work being 
done inside of the black hole, then light does not 
have any energy to escape with. The black hole can 
still be massively dense, but if it squeezes the mass 
closely-enough together, then maybe the particles 
have no room to move and so they remain exactly as 
they are. There is no state change and so there is no 
energy production. As a single solid body, it would 
in fact have maximum order. That would make 
sense in terms of the entropy equation and it is also 
a very economic theory. 

 

 

5 Gravity and Time 
This section was originally a blog [5]. The 
impossible question is about the infinite nature of 
time and space. For our universe to be here, 
something outside of it must have put it here. But 
something outside of that must have put that there, 
before it could put our universe here, so the 
argument extends outwards to infinite space and 
backwards in time indefinitely. Then of course the 
question is how matter is created, where this paper 
suggests that matter can be created from a change in 
entropy. Therefore, what kind of entropy change 
could have started this all off? Unfortunately, the 
infinite question is too difficult, but what type of 
process might create matter where there is none to 
start with? What about time itself? Time could be 
seen as a change in entropy, because it is continually 
changing. So could time itself in some way convert 
to energy, which can then convert into matter? In 
the new theory, black holes are composed mostly of 
potential energy. When this is released, through a 
Big Bang for example, it generates a massive 
amount of kinetic energy from which matter is 
created. This runs through to the end of the 
universe’s existence, when it declines back into 
chaos. Another black hole then starts a new cycle 
somewhere else.  

What might be interesting is the role of time. If 
time is a force, or form of energy, then when matter 
decays, it releases its charge (electricity) and that 
could help to fuel future time events. But this also 
suggests that time may not be equal everywhere. 
Maybe time is local to a region and it flows 
unevenly through the universe. If there is less 
change then maybe time flows more slowly, or if the 
temperature drops (thermodynamics), slowing the 
change, then maybe time slows as well. Inside a 
black hole, for example, there is hardly any 
movement and so state changes slow-down 
completely, meaning that energy release and time 
also slow down. Reading about the Theory of 
Relativity shows a striking resemblance between the 
role of time in this discussion and gravity in the 
relativity theory. With the theory of relativity, 
gravity is thought to be an inertia not a force, with a 
global influence across space. It is also able to bend 
the spacetime continuum, which is not too different 
to variable time regions. Does gravity require matter 
first, or can it exist outside of that? Could a gravity 
inertia (still an entropy) replace time as the source 
of the Universe, obviously and probably yes. This 
section ends with a life cycle, shown in Fig. 1. 
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Fig. 1. Creation Cycle for a Universe. 

 
An earlier blog made some other lightweight 
comments. It considered the composition of atoms 
and why they appear to be solid. It suggested that 
this is because the electrons move so quickly 
compared to our own world, that they always appear 
to be present. The idea was simply that relative 
speed gave the illusion of solidity, and the entity 
would then decay into something much less, when it 
ran out of energy. But also in relative terms, a slow-
moving body is heavier than a fast-moving one. We 
therefore have the idea that mass is inversely related 
to state change and thus also relative speed. Also, if 
distance and variance are considered, then elements 
that are close together, inside of one body, will 
appear to be lightweight to themselves. The original 
purpose of Eq. 3 related to cohesive bodies, for 
example. The values are much larger between 
bodies, when interactions from the relative 
differences result in a type of gravitational pull, 
resembling weight. 
 

 

6 Conclusion 
This paper describes a short journey, from some 
very basic AI equations, to entropy and then over to 
a theory about the universe itself. The brain section 
has already been written about and focuses mostly 
on energy economy and synchronization of the 
firing elements. It may be the case that energy 
requires disorder to exist (first law of 
thermodynamics) and this disorder can be measured 
by something as simple as relative distance and 
difference. The second law of thermodynamics 
however, states that a system tends towards chaos 
and maximum entropy, when it then loses its ability 
to create more disorder. An orderly system is 
therefore at a higher potential state and that potential 
gets used up when work is done, resulting in the 
disorder. Similarly, a zero-entropy state system 
would be one with maximum potential, but again 

unable to do work. Work is done through the energy 
released by the change between states. The entropy 
Eq. 4 could be broad enough to be applied in a 
general sense. The above arguments therefore give 
rise to a universal theory that makes ‘state change’ 
the key mechanism in the creation of our universe. 
The cycle shifts from all potential to all kinetic 
energy, until it runs out. Time and gravity may be 
the same and are not uniform, but local to the 
masses they interact with and may be the source of 
the universe itself. 
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